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Math word problems act as a test bed to design an intelligent system. An 
approach is needed to identify arithmetic operations including addition, 
substraction, multiplication and division. Template-based approaches 
have addressed this problem. However, the template-based approach is 
less efficient because it requires the process of building a template repos-
itory that have to cover a wide variety of story implied by math words. 
The template-based approach is potentially sub-optimal when solving 
story problems that have not been covered yet by templates. The proposed 
approach resolves this by using Recursive Neural Network and Support 
Vector Machine. Recursive neural network is used as an encoder that can 
generate semantic vectors of math word problems. Then, this vector be-
comes as an input for a Support Vector Machine-based classifier. Tests 
were conducted on a dataset collected manually from Kemdikbud’ elec-
tronic school books. The results showed that the proposed approach does 
not require the formation of templates, thereby reducing human involve-
ment. In addition, the use of Recursive Neural Network reduces feature 
engineering making it more efficient. Experimental results by applying 
k-fold cross validation show that the proposed approach has an accuracy 
of 81% and a precision of 66%. 

   
. 

I. INTRODUCTION 
ath word problems serve as a test bed to determine whether a system is capable of communicating 

with humans [1], [2], [3]. Math word problems, although simple and limited in nature, model the 
question-and-answer interaction of machines with humans. To solve math word problems written in 

natural language, an approach is needed to determine what kind of arithmetic operations are involved. 
A number of studies have been proposed to identify arithmetic operation using templates [1], [4], [5], [6], [7], 

[8]. Template-based approaches need to specify a repository contain a number of templates in advance. Although 
able to detect the arithmetic operations in the problem, template-based approaches require a large variety of 
templates covering possibility of stories implied in math word problem. Those templates must be able to cover a 
wide range of possible forms of story problems. When faced with new problems that have not been covered yet by 
templates, the template-based approaches have a drawback that be unable to accurately detect arithmetic operation. 

Based on the above limitation, this research propose an approach for arithmetic operation detection in math word.  
Problems are modelled as a classification problem with classes in the form of arithmetic symbols +, -, * and /. Each 
symbol represents addition, subtraction, multiplication and division operations. To reduce human involvement in 
feature engineering, this research proposes an encoder-decoder model. More concretely, this research uses a 
Recursive Neural Network (RvNN) [9], [10], [11] that generates embedding according to the semantic structure of 
the story implied in math word problem. Furthermore, the embedding vector becomes the input for a Support Vector 
Machine (SVM)-based classifier [12], [13], [14]. 

This research proposes RvNN and SVM to detect an arithmetic operation of a math word problem. Both models 
were trained using the existing dataset in [15], [16], [17]. The proposed approach solves non-mixed problems, i.e. 
problems involving one type of arithmetic operation. The performance of the proposed approach is measured based 
on precision and accuracy. 

II. RESEARCH METHOD 
The proposed approach in this research consists of two models namely RvNN and SVM. RvNN is used as an 

encoder which embed text to vector. This vector represent semantic of math word problem.  The existence of RvNN 
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allows numerical processing of a symbol. While SVM is used as a classifier that takes as an input semantic vector 
and produces one of 4 types of arithmetic operations. 

A. RvNN based Math Word Encoder 
Given a text, RvNN attempts to generate a vector. This vector represents the meaning of the text. Two texts are 

close in meaning if the two vectors have the least distance in an n-dimensional vector space. RvNN is used in this 
research because it involves less human involvement in extracting features, making it more efficient. 

RvNN works by applying the principle of semantic composition [18]. This principle states that the meaning of a 
unit of text is composed from the meanings of the constituent parts of the text by following a certain grammatical 
structure. Based on this principle, this research considers the sentence as a unit of semantic of the math word 
problem and then the word as a constituent of the meaning of the sentence. 

The semantic vector of the sentence is obtained through the encoding process. The encoding process begins by 
modelling the sentence as a binary tree with words occupying terminal nodes and phrases or sentences at non-
terminal nodes. Each word in the binary tree is mapped to an n-dimensional vector space using the Word2vec 
model [19], [20], [21] resulting in a word semantic vector. The vectors at the non-terminal nodes, 𝑝𝑝 ∈ ℝ𝑛𝑛, are 
obtained by applying a non-linear activation function, 𝑡𝑡𝑡𝑡𝑡𝑡ℎ as in [16], [17] and utilising vector at the left child, 𝑣𝑣𝐿𝐿, 
and other vector at the right child, 𝑣𝑣𝑅𝑅 

𝑝𝑝 = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝐿𝐿 ∙ 𝑣𝑣𝐿𝐿 + 𝑊𝑊𝑅𝑅 ∙ 𝑣𝑣𝑅𝑅 + 𝑏𝑏𝑒𝑒) 
 

Where both 𝑊𝑊𝐿𝐿 and 𝑊𝑊𝑅𝑅 are the encoding weights in the left and right child and 𝑏𝑏𝑒𝑒 is the encoding bias and all three 
are obtained through training. Encoding is done in bottom-up manner recursively to get all non-terminal node 
vectors until it reaches the root node. The vector at the root node represents the sentence semantic vector. 

The vectors in the non-terminal nodes are adjusted by reconstructing 𝑝𝑝 into two vectors, 𝑣𝑣𝐿𝐿′  and 𝑣𝑣𝑅𝑅′  through a 
linear function as in [9], [17]. This process is called decoding: 

𝑣𝑣𝐿𝐿′ = 𝑈𝑈𝐿𝐿 ∙ 𝑝𝑝 + 𝑏𝑏𝑑𝑑
(1) 

𝑣𝑣𝑅𝑅′ = 𝑈𝑈𝑅𝑅 ∙ 𝑝𝑝 + 𝑏𝑏𝑑𝑑
(2) 

where 𝑈𝑈𝐿𝐿 and 𝑈𝑈𝑅𝑅 are the decoding weights in the left and right child and both 𝑏𝑏𝑑𝑑
(1) and 𝑏𝑏𝑑𝑑

(2) are the decoding biases 
and all four are obtained through training. The vector 𝑝𝑝 is adjusted such that the distance between the decoding 
vector and the vector before encoding, 𝐸𝐸𝑛𝑛𝑛𝑛, is minimum: 

𝐸𝐸𝑛𝑛𝑛𝑛 = ‖𝑣𝑣𝐿𝐿′ − 𝑣𝑣𝐿𝐿‖2 + ‖𝑣𝑣𝑅𝑅′ + 𝑣𝑣𝐿𝐿‖2  
 

The encoding and decoding process to obtain the sentence semantic vector follows a binary tree. In this research, 
the shape of the binary tree is based on parse trees [22], [23]. 

The semantic vector of a math word problem, in principle, are obtained by encoding-decoding as above. The type 
of structure used as a binary tree is the Rhetorical Structure Tree (RST). Two sentences are involved as left and 
right child if they have a nucleus-satellite relation. This research uses Max-Margin Parsing [24], [25] for paragraph 
parsing as in [16]. 

B. SVM based Arithmetic Operation Classifier 
The results of encoding process in the form of vectors represent the meaning of the story problem. This vector 

can be used as input for the classifier in detecting the type of arithmetic operation. This research only identifies one 
type of operation in a problem. Problems that contain the same type of operation mean that the vectors are close so 
that they can be said to have similar meanings. 

Given 𝐿𝐿 training data with each data consisting of a 𝐷𝐷-dimensional input vector, 𝑥𝑥𝑖𝑖 ∈ ℝ𝐷𝐷 and class 𝑦𝑦𝑖𝑖 ∈ {−1,1} 
and 𝑖𝑖 = {1, . . . , 𝐿𝐿}, Support Vector Machine (SVM) determines the hyperplane that separates the data into two 
classes. It is assumed that the training data is not completely linearly separable, so a positive slack variable is used 
in SVM. For each binary SVM, several values are calculated, namely: 

• 𝐇𝐇 matrix with each element 𝐻𝐻𝑖𝑖𝑖𝑖 = 𝑦𝑦𝑖𝑖𝑦𝑦𝑖𝑖𝑥𝑥𝑖𝑖 ∙ 𝑥𝑥𝑖𝑖 for 𝑖𝑖, 𝑗𝑗 = {1, . . . , 𝐿𝐿}. Since it is assumed that the data is not 
linearly separable, the calculation of the dot product, i.e. 𝑥𝑥𝑖𝑖 ∙ 𝑥𝑥𝑖𝑖 , in the formation of matrix H is replaced 
with a non-linear kernel function. This research will trial Radial Basis Kernel (RBF), Polynomial Kernel 
and Sigmoidal Kernel. 

• Selecting the value of parameter C that determines the significance of misclassification 
• Determining the Lagrange multiplier α such that ∑ 𝛼𝛼𝑖𝑖 −

1
2
𝛼𝛼⊺𝐇𝐇𝛼𝛼𝐿𝐿

𝑖𝑖=1  is maximum s.t the constraints: 
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0 ≤ 𝛼𝛼𝑖𝑖 ≤ 𝐶𝐶 ∀𝑖𝑖 dan ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖 = 0𝐿𝐿
𝑖𝑖=1  

• Calculating the weights 𝑤𝑤 = ∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝑥𝑥𝑖𝑖𝐿𝐿
𝑖𝑖=1  

• Determining the set of Support Vector 𝑆𝑆 by finding the indices such that 0 < 𝛼𝛼𝑖𝑖 < 𝐶𝐶 
• Determining the bias 𝑏𝑏 = 1

𝑁𝑁𝑠𝑠
∑ (𝑦𝑦𝑠𝑠 − ∑ 𝛼𝛼𝑚𝑚𝑦𝑦𝑚𝑚𝑥𝑥𝑚𝑚 ∙ 𝑥𝑥𝑠𝑠𝑚𝑚∈𝑆𝑆 )𝑠𝑠∈𝑆𝑆  

Each new data 𝑥𝑥′ can have its class determined by calculating 𝑦𝑦′ = 𝑠𝑠𝑖𝑖𝑠𝑠𝑡𝑡(𝑤𝑤 ∙ 𝑥𝑥′ + 𝑏𝑏) 
The input vector is the encoding result of RvNN while the class is the type of calculation operation, namely 

addition, multiplication, division and subtraction. Because the number of classes is more than two, this study uses 
a one-to-one strategy by running binary SVM for each of 4 classes. 

III. RESULT AND DISCUSSION 

A. Dataset 
The dataset for testing in this study consists of a collection of basic math word problems as in study [17]. Each 

math word problem contains only one of the 4 types of arithmetic operations, namely subtraction, addition, 
multiplication and division. All story problems are taken from the electronic school book 
http://bse.kemdikbud.go.id/ with a total of 210 problems labelled as addition, 230 labelled as subtraction, 220 
labelled as multiplication and 210 labelled as division. 

B. Result 
Following study in [17], the dimension of word vector was set at 200. Tests were conducted to determine the 

optimal kernel function among RBF, Sigmoidal and Polynomial Kernel. To reduce bias in testing, the test was 
conducted by applying k-fold cross validation with 𝑘𝑘 = 6. All training data were randomly selected for each fold. 
For each fold, five folds as training and the other folds as test data. The performance of the proposed model is 
measured based on 2 types of metrics namely accuracy and precision. 

The accuracy measurement results for all folds are shown in Table I below: 

Based on table 1 above, the best accuracy is shown for Sigmoidal kernel function type, which is 0.81. However, 
the accuracy value is not too far from RBF. 
The precision measurement results for all folds are shown in Table II below: 

 
Based on table 2 above, the best precision is shown for the Sigmoidal kernel function type which is 0.66. 
 

C. Discussion 
Based on the test results for precision and accuracy measurements, the type of kernel function affects the 

performance of the classifier in detecting counting operations. The optimal kernel function in this research is 
Sigmoidal. This research also shows that the use of semantic vectors obtained without feature engineering can 
contribute to an accuracy rate of 0.81. Seen from the perspective of human work, the RvNN model contributes in 
terms of reducing human involvement making it more efficient. 
 

TABLE I 
ACCURACY FOR ALL FOLD 

Kernel Function Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Avg 

RBF 0.78 0.77 0.69 0.69 0.71 0.73 
Sigmoidal 0.82 0.82 0.79 0.79 0.81 0.81 
Polynomial 0.72 0.68 0.69 0.68 0.67 0.69 

 

TABLE II 
PRECISION FOR ALL FOLD 

Kernel Function Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Avg 

RBF 0.58 0.61 0.59 0.61 0.59 0.58 
Sigmoidal 0.66 0.69 0.68 0.66 0.67 0.66 
Polynomial 0.57 0.59 0.58 0.58 0.59 0.57 
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IV. CONCLUSION 
Experiments show that the proposed model based on RvNN and SVM is able to detect the type of arithmetic 

operation with an accuracy of 0.81 and precision of 0.66 for Sigmoidal kernel. Future research can consider 
detecting the types of arithmetic operations in math word problems that are more than two types. For this case, 
future research can consider paragraph compositionality. 
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