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This study examines the application of the CNN method with the 
VGG19 architecture for digital image analysis in recognizing Indonesian 
sign language. The data used in this study is the BISINDO data set type, 
with 8,814 samples divided into 26 alphabetical categories. Implement-
ing sign language recognition using the VGG19 architecture produces 
good accuracy results, reaching 93.24% with epoch 25 (without hyper-
parameters tuning).These results confirm the model's extraordinary abil-
ity in image recognition and performing precise analysis. However, the 
results of this study can be improved again by performing Hyper param-
eters tuning on the architecture used, namely VGG19, by changing cer-
tain variables that affect increasing accuracy. Other aspects can be im-
proved to achieve optimal performance, considering the excellent re-
sults. By integrating modern hyper-parameter tuning approaches and in-
corporating a variety of additional data, the model generalization is ex-
pected to be improved, leading to higher accuracy in many real-world 
settings. 

I. INTRODUCTION 
ffective communication is vital in an individual's life, enabling them to interact with their surroundings. 
By engaging in communication, individuals acquire valuable information that aids in their adaptation to 
the environment. Typically, humans communicate through spoken language, utilizing sound as a 
medium to exchange information [1]. However, individuals with hearing impairments face challenges 

in using verbal language to communicate.  Alternative methods, such as sign language or non-verbal 
communication, can address this issue. These forms of communication were explicitly developed to facilitate 
interaction with individuals with disabilities [2]. In some areas, sign language is very helpful in providing visual 
language that people studying the knowledge can understand. For example, special schools for students who are 
deaf and mute can understand the learning material taught by special teachers using sign language. Moreover, if 
combined with technology, students can learn sign language with sign language recognition technology based on 
data training that has been carried out using deep learning [3].It is important to note that there is no universal sign 
language globally, as different countries may have their unique sign languages. This diversity stems from sign 
language's linguistic characteristics akin to spoken languages [4]. Consequently, various types of non-verbal 
communication exist, including facial expressions, mouth movements, hand gestures, and body language. Among 
these, finger-based communication is particularly popular for effectively communicating with individuals with 
limited hearing abilities [5]. 

Indonesian Sign Language is the primary means of communication for deaf and hard-of-hearing individuals in 
Indonesia. Despite its importance, BISINDO recognition remains challenging due to the complexity and variability 
of hand gestures and the need for real-time and accurate interpretation [6]. This research is urgently needed to 
investigate and evaluate the effectiveness of deep learning approaches, specifically Convolutional Neural Networks 
(CNNs), in the context of Indonesian Sign Language recognition. Contribution to this research could improve 
communication accessibility for the deaf and hard-of-hearing community. 

Research on communicating using sign language with others and oneself. Using media pipe and deep learning 
implementations can help optimize sign language recognition that incorporates Computer Vision for its detection 
media [7]. Overall, this research produced a high level of accuracy using two types of data, namely 2D and 3D 
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images. Both data were processed using deep learning methods, and the Media Pipe approach was used with a 
feedforward neural network. It is expected that the research that the researchers will do will be done with deep 
learning methods with different architectural models and BISINDO datasets. 

Research related to the use of technology used for sign language communication needs. The importance of 
communication for the good of each other, good communication makes the information received absorbed better 
which is beneficial to society including for people who are deaf and mute. This study discusses identifying the 
performance of deep CNN and VGG 16 methods against sign language datasets [8]. Getting an average accuracy 
result of 95% in each class and each class has static data, for real-time data or video is a shortcoming in this study. 
The research will be conducted using the VGG19 architecture and BISINDO dataset taken in realtime which is 
expected to provide better or optimal performance than previous studies. 

Further research has been conducted on sign language, a unique form of communication involving various 
movements and postures used when interacting with individuals who are mute or deaf. These movements, 
predominantly performed by hand, can be comprehended and have potential applications in areas like Augmented 
Reality, gaming, robotics (utilizing sensors or cameras), and more [9]. Optimized for American Sign Language, 
the Deep CNN method achieved higher accuracy and validation levels than the deep CNN model tested, with a 
maximum accuracy rate of 94.34%, surpassing other advanced classification techniques. Future studies utilizing 
the deep learning method and BISINDO datasets in real-time aim to enhance the model's performance. 

The next presents a novel approach for Korean Sign Language (KSL) recognition using a Transformer-based 
deep neural network. Sign language recognition plays a crucial role in bridging the communication between the 
deaf and hearing communities. Traditional methods often face challenges in accurately capturing the intricate 
movements and gestures of sign language [10]. Following a combination of local and long-term dependency 
features, classification modules are used to classify data. From the proposed model was assessed using our KSL 
benchmark dataset and lab dataset, resulting in an accuracy of 89.00% for the 77-label KSL dataset and 98.30% 
for the lab dataset. Superior performance indicates that the proposed model has common properties while requiring 
significantly fewer computing resources. In the upcoming research, a comprehensive investigation will be 
conducted utilizing the advanced CNN model integrated with the state-of-the-art VGG19 architecture. The research 
will be augmented by utilizing a meticulously curated dataset of the Indonesian Sign Language. By leveraging 
these cutting-edge resources, the study aims to culminate in the development of a high-performing system, capable 
of delivering exceptionally accurate results and paving the way for significant advancements in the field. 

II. REASEARCH METHOD 
In this study, there are several stages to get the final result of a model made. From collecting data from clear 

sources and already determined datasets that will be used when testing and training data, then pre-processing the 
data, after that data training, softmax and models [11], can be seen in figure 1. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 1. Diagram Workflow 
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Figure 2. Images Dataset 

 
 
 
 

A. Data Collection 
 
The data used in this study was obtained from the Kaggle web dataset source, which provided a comprehensive 

dataset comprising 26 alphabet classes. Each class consisted of 140-150 photo files, and all photos had 640x640 
pixels dimensions [12]. These images will become datasets used in research, and then raw data will be processed 
again in the data pre-processing section to make the dataset into good data or clean data can be seen in figure 2. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 

B. Data Preprocessing 
 
The initial stage of sign language recognition involves data preprocessing. This critical process meticulously 

converts and sets up raw sign language data, optimizing it for a machine learning model to analyze accurately and 
efficiently. Various techniques and methodologies in data preprocessing aim to enhance the overall quality of input 
data by reducing noise interference and disturbances and identifying relevant features that aid the model in learning 
and providing exact predictions [13]. This fundamental preprocessing stage forms the bedrock for the next steps in 
sign language recognition, laying the groundwork for successful and dependable outcomes from machine learning. 

 
C. VGG 19 
 
This comprehensive research employed a Convolutional Neural Neural (CNN) model, specifically harnessing 

the strength of the VGG19 architecture, to train a diverse range of image data extracted from a meticulously 
compiled dataset. The VGG19, an abbreviation for Visual Geometry Group with 19 layers, is a highly respected 
deep learning model. Renowned for its simplicity yet powerful capacity, VGG19 stands as a state-of-the-art model 
that enables high-level feature extraction from images, making it an excellent choice for rigorous image processing 
tasks in numerous fields of study [14]. the VGG19 architectural model can be seen in figure 3. 
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Figure 3. VGG19 Architecture  
 

An established, intricately designed algorithm is subsequently employed to methodically train the existing, rich 
dataset, utilizing a meticulously predefined ratio to censure optimal learning and predictive performance [15].  

 
D. Model Evaluation 

 
The aim of conducting research using evaluation models like accuracy (1), recall (2), precision (3), and F1 score 

(4) is to assess classification models' performance in data processing thoroughly [16][17]. Precision indicates the 
ratio of correct predictions to the total number of predictions made. However, this metric may only partially 
represent the scenario when working with imbalanced data. Accuracy becomes critical when the repercussions of 
false optimistic predictions are substantial, making precision an essential consideration. Recall reflects the model's 
ability to accurately recognize all cases that should be classified as positive, which is especially important in 
situations where false negatives can have serious consequences. The F1 score, derived as the harmonic mean of 
precision and recall, offers a more balanced view of the two metrics, especially in class imbalance in data. By 
determining and balancing between precision, recall, and F1 score, we can ensure that the model performs well in 
relevant contexts and meets the application's needs [18]. The evaluation process focuses on 
measurement and assessment.  

 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = (𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇)

(𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹)
× 100% (1)  

 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)
× 100% (2)  

 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)
× 100% (3)  

 
𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 2×(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟×𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑜𝑜𝑜𝑜)

(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟×𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)
× 100% (4)  

 

III. RESULT AND DISCUSSION 
The dataset used in this study amounted to 8.814 data and was divided into 26 classes; each class contained 

approximately 150 data images. This data has been cleaned, and we can proceed to the next stage. In this study, the 
CNN algorithm with VGG19 architecture was implemented to recognize the data subjects used. Specifically in this 
study, the dataset was divided into 70% training data and 30% testing data. The results of the experiment can be 
seen in table 1. 
  TABLE 1  
COMPARISON OF ACCURACY AND 

LOSS 
 
 
 
 
 
 
 

From the research experiments conducted, it is evident that the findings are of significant importance. There is a 
difference in accuracy values between training and testing. Some datasets used in the research are not recognized 
or have low accuracy values when the research is carried out using the specified method. The loss value in training 
is lower than the loss value in testing, but the accuracy value in training is already above 90%. In this study, we are 
conducting another experiment to increase the accuracy value with the Hyper-parameter Tuning method. Several 
variables will be changed in their values, which were initially typical values in tuning, in order to get the expected 
results, namely an increase in the accuracy value and a decrease in the loss value. Can be seen in figure 4. 
 

Metode arsitektur 
Epoch 

Training Testing 

Accuracy Loss Accuracy Loss 

VGG19 25 96,00% 00,30% 93,239% 01,40% 
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Figure 4. Accuracy and Loss VGG19 

Comparison with the methods used in previous research, namely the VGG16 and VGG19 architectures, before 
hyper-parameter tuning was performed. can be seen in table 2. 

 
TABLE 2 

COMPARISON OF PROPOSED MODELS WITH 
EXISTING MODEL 

 
 
 
 
 
 
 
 
 
 
 
In the research conducted, using the CNN method with the VGG19 architecture that has been done, hyper-

parameter tuning obtained better results than previous research and better results than other architectures in 
previous research. VGG19 excels in data training and data testing where the results obtained exceed 90% and above 
and can be said to be outstanding results 
 

The data testing phase, a critical stage that follows the training process, is primarily aimed at evaluating the 
model's performance across various scenarios. Each data point is meticulously tested during this phase to assess 
key performance metrics, including precision, recall, F1-score, dan accuracy. In ongoing research, three critical 
metrics must be considered, namely precision, recall and F1-score, because these three metrics provide a 
comprehensive view of the model's working system in recognizing positive and negative samples [22]. The results 
of this evaluation are presented using a confusion matrix, which provides a comprehensive overview of the model's 
effectiveness in accurately categorizing data, can be seen in table 3. 

 
TABLE 3 

COMPARISON OF ACCURACY AND LOSS 
 
 
 
 
 
 
 

 
 
 
 
 

Metode arsitektur Dataset Result 

VGG16 [19] 10,000 sign  
language samples 

Accuracy:  
91% 

VGG16 [20] 8,500 sign language 
images 

Accuracy: 
92% 

VGG19 [21] 8,000 sign language 
instances 

Accuracy: 
93% 

VGG19 8.814 sign  
language image 

Accuracy:  
94,602% 

Metode Arsitektur 
Parameter Training Testing 

Epoch learning rate Batch 
size Accuracy Loss Accuracy Loss 

VGG19 

25 0,01 64 96,00% 00,30% 93,239% 01,40% 

50 0,01 64 97,00% 00,10% 94,057% 00,25% 

50 0,001 256 98,00% 00,10% 94,602% 00,25% 
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Table 2 demonstrates the performance of CNN Model with VGG19 architecture method in recognizing 

Indonesian sign language. Several parameters were changed to improve the method's performance, including three 
important parameters: Epoch (Iteration in training the model), Learning Rate (Setting the size of the step in updating 
the model weight during training), and Batch Size (Number of training samples used in 1 iteration). There are 3 
scenarios in this study, the first scenario: is VGG19 architecture for the first experiment, the epoch value is 25, the 
learning rate is 0.01 and the batch size is 64. Getting a value for accuracy of 96% and a loss value of 00.30% for 
training data, and for testing data getting an accuracy value of 93.239% and a loss value of 01.40%. In the second 
scenario, the epoch value is 50 for the same learning rate and batch size getting an accuracy value of 97.00% and 
a loss value of 00.10% for training data, then for testing data getting an accuracy value of 94.057% and a loss value 
of 00.25. In the third scenario the accuracy value gets a result of 98.00% and a loss of 00.10% for training data, 
then for testing data getting an accuracy result of 94.602% and a loss value of 0.25%. 

In the architectural model used in this experiment which is divided into 3 experimental scenarios, the third 
scenario gets a value of 98.00% training and 94.602% testing. From each scenario that is run, the scenario 
experiences an increase from the experiment scenario 1 and scenario 2, because the hyper-parameter tuning is 
carried out. Several parameters are changed in the third scenario, there is a learning rate that was previously 0.01 
to 0.001, then the batch size from 64 to 256, with epoch 50. The precision, recall, f1-score, and support values 
produce good, stable, and increasing results in the recognition of Indonesian sign language which is influenced by 
parameter changes. 

 
The core of the research conducted is to obtain the accuracy and consistency of VGG19 in recognizing Indonesian 

sign language. The performance of VGG19 shows strong results and good overall performance, by performing 
tunning parameters it is able to improve and obtain better results. 

There are several common errors, but there are several solutions to overcome them to avoid errors or inequalities 
in the results obtained in further research. The dataset needs to be normalized to reduce redundancy and improve 
the integrity of the data used so that the data becomes organized. When loading, the data must be the same as the 
input form; there are no differences in variables that cause errors. To prevent overfitting in further research, which 
indeed uses more data that has been normalized and can split the data with a 70/30 or 80/20 comparison of training 
data and testing data [23]. 

The following image is an accuracy graph and a loss graph from scenario 1 which had the best results of the three 
scenarios, can be seen in figure 5. 

 

 
Figure 4. Accuracy and Loss Scenario 1 

  
 
 
 
 
 
 
 
 
 
 
 

https://jurnal.stkippgritulungagung.ac.id/index.php/jipi
http://issn.pdii.lipi.go.id/issn.cgi?daftar&1457736067&1&&2016


JIPI (Jurnal Ilmiah Penelitian dan Pembelajaran Informatika) 
Journal homepage: https://jurnal.stkippgritulungagung.ac.id/index.php/jipi  

ISSN: 2540-8984  
Vol. 10, No. 3, September 2025, Pp. 2765-2772 

 
 

 

2771 
Analysis of Digital Image Recognition of Indonesian Sign Language Using The Deep Learning CNN Architecture VGG19 Method 

 
 
 
 
 
 
Figure 6 is the confusion matrix of Improved VGG19, after training the model with the given images [24s]. The 
cross-section shows the amount of image data that has been correctly detected, Can be seen in figure 6. 

 
Figure 5. Confusion matrix of VGG19 with Hyper-Parameter Tuning (Scenario 1) 

  

IV. CONCLUSION 
In this study, the data used in this study is the BISINDO data set, with a sample size of 8,814 divided into 26 

alphabetical categories. The implementation of sign language recognition uses the VGG19 architecture and the 
presence of hyper-parameters tuning that produce better accuracy and consistency results than before with a training 
value of 98.00% and testing of 94.602%. The results obtained come from changes in parameters that affect 
performance, namely Epoch, Learning Rate, and batch size in this study, which can produce better results than their 
normal values. It is hoped that in the future this research will be useful in the development of continued research, 
by implementing the methods in the study then a larger and more balanced and consistent dataset. In the future, it 
can be implemented in other methods or architectures as well and can improve performance in recognizing or 
categorizing variables. 

In prospective studies, it would be worthwhile for researchers to broaden the scope of datasets. They could 
achieve this through augmentation techniques, which would amplify the volume of the existing datasets. Moreover, 
researchers could consider refining the VGG19 model or blending it with other models, in a bid to attain even more 
optimum outcomes. 
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