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Care records are vital for monitoring patient conditions and supporting 

clinical decision-making, but their diverse formats—such as tables, nar-

rative sentences, checklists, and fill-in-the-blank fields—present chal-

lenges for efficient information retrieval. Traditional retrieval methods 

are often time-consuming and error-prone, while automated systems 

struggle with contextual accuracy in complex medical language. This 

study proposes a low-code approach to develop a question-and-answer 

(Q&A) system for care records using Flowise AI integrated with Re-

trieval-Augmented Generation (RAG) methodology. By utilizing 

LangChain and OpenAI’s language models, Flowise AI provides a frame-

work for constructing a Q&A system that retrieves information accurately 

across different documentation formats. The system employs components 

such as Recursive Character Text Splitter, PDF processing, OpenAI Em-

beddings, In-Memory Vector Store, and a Conversational Retrieval QA 

Chain, ensuring efficient retrieval with contextual relevance. Our results 

demonstrate high accuracy in aligning the Q&A responses with ground 

truth data, validating the system's effectiveness in healthcare documenta-

tion retrieval. This low-code solution not only enhances accessibility for 

non-technical users but also empowers healthcare professionals with a 

scalable tool for quick access to critical patient data. The findings under-

score the potential of low-code AI systems like Flowise AI, utilizing 

RAG, to improve information retrieval in healthcare, supporting more ac-

curate and timely clinical decisions. 

 

 

  

I. INTRODUCTION 

are records play a vital role in ensuring the quality of patient care. Through these records, healthcare work-

ers can record, monitor, and evaluate patient conditions in detail[1]. The recorded information, such as 

changes in vital signs, treatment history, treatment actions, and responses to medical interventions, form 

the basis for making appropriate clinical decisions. Therefore, effective utilization of these records is es-

sential to improve the quality of healthcare services and ensure patient safety[2]. Furthermore, care records also 

useful to predict patient health in the future so that doctors can immediately anticipate things that might become 

problems for patients in the future[3]. However, one of the main challenges in managing care records is the com-

plexity such as the various formats of care records and the information that needs to be obtained quickly[4]. Tradi-

tionally, information retrieval from records has been done manually or semi-automatically, which tends to be time-

consuming and prone to human error. In addition, the lack of an efficient automated system prevents healthcare 

workers from accessing important information quickly, which ultimately impacts decision making in handling pa-

tient conditions. Semi-automated systems, while better, often lack contextual awareness and struggle to manage 

complex medical language. Several studies have explored the use of Natural Language Processing (NLP) to address 

these challenges, such as Lamy et al who used NLP and information extraction (IE) to automate the extraction of 

clinical information, reducing manual workload and potential human error[5]. Due to the complexity and specificity 

of medical language and data, this research requires further development. In another study, Rybinski et al also used 

NLP by using domain adaptive pretraining which increased the extraction accuracy[6]. There is also a challenge in 

understanding complex and specific medical language. By elaborating Large Language Models (LLM) that have 

been trained on large text collections, LLM can understand, generate, and process natural language contextually[7]. 

We also studied to extract nursing care records from nurse visit transcripts using specific prompts in LLM[8]. The 

results were quite promising for single-value output, but still not good enough for long sentence output that requires 

better context.  
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We propose a low-code approach utilizing Flowise AI and Retrieval-Augmented Generation (RAG) methodol-

ogy with Q&A output to address this issue. Flowise AI is a language model-based application development tool 

equipped with a visual interface, which allows users to intuitively design workflows through the manipulation of 

structured components[9]. The emergence of low-code and no-code platforms has changed the landscape of AI 

development, enabling broader access to AI technologies for users with varying levels of technical expertise. These 

platforms provide a visual development environment where users can design and implement AI-based solutions 

with minimal technical knowledge. With LLMs that can be implemented in low-code or even no-code, this is very 

beneficial for the wider community who may not have a computer science background but can still utilize this 

technology to solve problems they face, one of which is in the health sector. Research on low-code and no-code 

platforms shows their effectiveness in accelerating application development, increasing prototyping efficiency, and 

reducing reliance on specialized programming skills. Flowise AI stands out because it provides a visual interface 

for creating sophisticated language model-based applications with integrated components. 

By utilizing the RAG methodology[10], the Q&A system allows for a harmonious combination of search and 

text generation capabilities, allowing more effective access to information from care records. The RAG methodol-

ogy combines two main components in NLP: a retrieval module to search for relevant contextual information and 

a generative module that generates answers based on the acquired context[11]. The RAG model has gained popu-

larity due to its capabilities in open-domain Q&A tasks by integrating a knowledge base into the model workflow. 

Studies have shown that RAG significantly improves answer accuracy in Q&A systems by linking generated re-

sponses to the retrieved context, reducing information errors, and increasing answer reliability[12]. Furthermore, 

RAG’s flexibility in adapting to various domains makes it suitable for specific areas such as healthcare, where 

accurate information retrieval is critical for sound clinical decision-making. 

Despite advances in information retrieval and NLP techniques, a gap exists in developing low-code AI systems 

that can handle domain-specific tasks such as information retrieval from care records. Low-code platforms such as 

Flowise AI, combined with the power of RAG, offer a promising solution by enabling the development of context-

sensitive Q&A systems that are easily accessible to non-technical users. This study aims to fill this gap by lever-

aging Flowise AI to create a low-code environment where domain experts can easily design and implement Q&A 

systems for care records, thereby improving the efficiency and accuracy of information retrieval. 

II. RESEARCH METHODOLOGY 

A. Flowise AI Framework 

Flowise AI is a low-code platform designed to simplify the development of Large Language Models (LLM) 

applications. With Flowise AI, developers can visually design workflows by intuitively connecting modular nodes, 

allowing for rapid application development without extensive coding. This framework supports a component-based 

approach, enabling users to assemble various modules like agents, caches, chains, conversational models, and more, 

to create tailored workflows. 

One of the distinguishing features of Flowise AI is its integration with LangChain. LangChain is a library that 

facilitates chain management and agent-based processing for language models, making it an ideal companion for 

modular AI development[13]. By using Flowise AI, developers can leverage LangChain’s capabilities to efficiently 

manage and process complex workflows within LLM applications. This integration enhances the platform's capac-

ity for creating versatile and scalable language-based applications. In this research, Flowise AI is employed to 

structure a workflow consisting of multiple nodes: 

• Recursive Character Text Splitter: This node breaks down text data into manageable chunks, enhancing pro-

cessing efficiency. 

• Pdf File: Used to upload and process PDF documents as source material. 

• OpenAI Embeddings: This node generates vector embeddings for text data, enabling semantic search and sim-

ilarity matching. 

• ChatOpenAI: A conversational model based on OpenAI’s language model, which interacts with users and gen-

erates responses. 

• In-Memory Vector Store: A storage solution for embeddings that allows for quick retrieval during the query 

process. 

• Conversational Retrieval QA Chain: An integrated component that facilitates question-answering by retrieving 

relevant data and generating contextually accurate responses. 

 

Figure 1 shows the workflow connecting the nodes in Flowise AI. This workflow illustrates how each node is 

arranged and connected to create an efficient processing pipeline for applications based on LLM. Each node, 

including the Recursive Character Text Splitter, Pdf File, OpenAI Embeddings, ChatOpenAI, In-Memory Vector 
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Store, and Conversational Retrieval QA Chain, plays a specific role in this pipeline, from text segmentation to 

generating conversational responses based on retrieved information. With this configuration, Flowise AI enables 

the system to perform information retrieval and processing in a modular and structured manner. 

 
Figure 1. Flowise AI's workflow for connecting nodes 

 

In the Recursive Character Text Splitter, setting the chunk size and chunk overlap is crucial to ensure that the 

text is divided into manageable pieces for further processing without losing context[14]. 

1. Chunk Size = 1000: By setting the chunk size to 1000 characters, we ensure that each text segment is large 

enough to carry meaningful context but not so large that it becomes difficult for the model to process. This 

size strikes a balance between providing sufficient context and maintaining processing efficiency. With 1000 

characters, a large language model (LLM) can capture the essence of the information within a chunk without 

too much repetition or loss of context across different text segments. 

2. Chunk Overlap = 50: An overlap of 50 characters is used to create a smooth transition between each chunk. 

This is important because when the text is divided, there is a risk that critical information might be located at 

the boundary between two chunks. By adding a 50-character overlap, we reduce the chance of losing key 

context or information that may be spread across consecutive chunks. This overlap helps maintain the narrative 

flow and context, resulting in more accurate and meaningful outputs when the text is processed by the model. 

This configuration essentially provides a balance between processing efficiency and context integrity, allowing the 

system to retain accuracy in understanding and responding to the text. 

The Pdf File component in the Flowise AI workflow plays a key role in handling and processing PDF documents 

as input sources. This component enables the system to ingest PDF files, extract their textual content, and convert 

it into a format suitable for further processing by the language model. 

1. Text Extraction: The Pdf File component reads the contents of a PDF document, extracting text from each 

page. This step is crucial, as PDF files often contain complex layouts, including multiple columns, images, or 

embedded fonts, which require specialized handling to ensure accurate text extraction. 

2. Content Structuring: Once the text is extracted, the Pdf File component helps in structuring it in a coherent 

format, breaking down the text into sections or paragraphs as required. This structuring prepares the text for 
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downstream components, such as chunking with the Recursive Character Text Splitter, enabling more efficient 

and accurate processing. 

3. Versatility: This component allows the system to process a wide range of documents, making it useful for 

applications where knowledge sources are often stored in PDF format, such as research papers, reports, man-

uals, and legal documents. By supporting PDF inputs, Flowise AI can expand its reach to various document 

types, enhancing its adaptability across different domains. 

In summary, the Pdf File component is essential for handling PDF-based content, converting complex document 

layouts into structured, plain text for seamless integration into the Flowise AI processing pipeline. This ensures 

that valuable information stored in PDFs can be effectively utilized in language model-based applications. 

 OpenAI Embeddings is a crucial component in workflows that require semantic understanding and similarity 

matching between text data[15]. When tuned with the text-embedding-ada-002 model, it enhances the efficiency 

and accuracy of generating embeddings-vector representations of text that capture semantic meaning. Here’s an in-

depth explanation of its functionality and advantages: 

1. Purpose of OpenAI Embeddings: This node generates vector embeddings for text data. These embeddings are 

high-dimensional representations that capture the semantic essence of text, meaning that similar texts will 

have embeddings that are close to each other in the vector space. This capability allows the system to perform 

tasks like semantic search, similarity matching, and context-based retrieval, as it can find texts that are mean-

ingfully related rather than simply matching keywords. 

2. text-embedding-ada-002 Model: The text-embedding-ada-002 model by OpenAI is one of the most efficient 

and powerful embedding models available. It’s known for its balance between performance and cost-effec-

tiveness, providing high-quality embeddings while being computationally efficient. The model is trained to 

understand context and nuance in language, which improves the quality of semantic search and retrieval tasks. 

3. Benefits of Using text-embedding-ada-002[15]: 

o Enhanced Semantic Understanding: The embeddings generated by text-embedding-ada-002 are rich in se-

mantic information, enabling the system to capture subtle meanings, relationships, and nuances in the text. 

o Efficient Storage and Retrieval: Because the model generates compact and efficient embeddings, storing 

them in an In-Memory Vector Store is both memory-efficient and allows for quick retrieval. 

o Improved Retrieval-Augmented Generation (RAG) Performance: When integrated within a RAG frame-

work, using text-embedding-ada-002 improves the quality of information retrieval[3]. This model ensures 

that the most relevant and contextually accurate data is retrieved, which supports the generation phase in 

providing precise and meaningful responses. 

o Flexibility Across Domains: Due to its general-purpose nature, text-embedding-ada-002 performs well 

across various domains and can be fine-tuned for specialized applications if necessary. 

The In-Memory Vector Store is a storage solution that holds vector embeddings generated by models such as 

OpenAI Embeddings[16]. This component is essential for enabling quick retrieval of relevant information during 

the query process. Here’s an explanation of its role and the purpose of tuning it with top K = 4: 

1. Purpose of In-Memory Vector Store: The In-Memory Vector Store stores embeddings in a way that allows for 

fast and efficient retrieval. When a query or input text is received, the system searches this store to find the 

most relevant embeddings, which represent similar or contextually related pieces of information. Since these 

embeddings are stored in memory, retrieval is almost instantaneous, allowing the system to respond quickly 

to user queries. 

2. How It Works: When a new query embedding is generated, the In-Memory Vector Store searches its stored 

embeddings to find the closest matches based on similarity measures, typically using cosine similarity or Eu-

clidean distance. This search process identifies the embeddings that are closest to the query embedding in the 

vector space, implying a high degree of semantic similarity. 

3. Tuning with Top K = 4: Setting top K = 4 means that the vector store will retrieve the top 4 most similar 

embeddings (or closest matches) to the query embedding. This tuning parameter impacts the retrieval process 

in the following ways: 

o Improved Accuracy: By retrieving the top 4 relevant embeddings, the system has access to multiple re-

lated pieces of information, increasing the chance of capturing the correct context or answer for the query. 

o Contextual Richness: With multiple relevant embeddings, the system can consider different aspects or 

perspectives related to the query, which can be especially useful in complex tasks like question-answering 

or document summarization. 

o Balanced Response: Limiting to 4 top results helps prevent information overload while ensuring that a 

sufficient number of relevant pieces of information are retrieved. This is particularly helpful in conversa-

tional AI or retrieval-augmented generation (RAG) applications, where providing too much information 

can dilute the response quality. 
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ChatOpenAI is a conversational model node based on OpenAI's language model, which generates responses by 

interacting with users based on provided prompts and contextual data. When configured with gpt-3.5-turbo and a 

temperature of 0.9, it creates a balance between generating coherent responses and introducing variability in the 

conversation[17]. Here’s a breakdown of its functionality with these specific settings: 

1. ChatOpenAI Node: The ChatOpenAI node is responsible for generating conversational responses in the work-

flow. It uses a language model to understand the input prompt or query and generates a response that is con-

textually relevant. This node can be integrated with other components, such as a retrieval mechanism, to an-

swer questions based on specific information or to engage in interactive dialogues. 

2. gpt-3.5-turbo Model: The gpt-3.5-turbo model is a variant of OpenAI’s GPT-3.5, optimized for cost-effective-

ness and conversational applications. Known for its improved speed and efficiency, gpt-3.5-turbo can handle 

complex language tasks and understand nuanced queries while maintaining high performance. This model is 

particularly suitable for chat-based interactions, as it is designed to engage in dialogues and generate responses 

that are natural and coherent. 

3. Temperature = 0.9: The temperature parameter controls the randomness or creativity of the model’s responses. 

When the temperature is set to 0.9, it introduces a higher degree of variability in the responses, making them 

more creative and diverse. Here’s how this affects the ChatOpenAI node’s behavior: 

o Enhanced Creativity: A temperature of 0.9 encourages the model to explore less predictable word choices 

and sentence structures, leading to more imaginative and varied responses. This is useful in scenarios 

where creativity is valued, such as brainstorming, storytelling, or generating responses that are not overly 

repetitive. 

o Balanced Coherence: While a temperature of 0.9 adds creativity, it still maintains coherence in responses, 

as the model doesn’t stray too far from the core meaning of the input. This ensures that the answers remain 

relevant to the query or prompt. 

o User Engagement: With a slightly higher temperature, responses tend to be more engaging and dynamic, 

which can improve user experience in conversational applications where a rigid, robotic tone may not be 

desirable. 

The Conversational Retrieval QA Chain is a critical component in the Flowise AI framework that enables a 

system to perform question-answering (QA) tasks with high contextual accuracy by combining conversational AI 

with retrieval-based processing[18]. This chain is designed to retrieve relevant information from a knowledge base 

and generate responses in a way that is both informative and contextually relevant to the user’s query. Here’s a 

detailed explanation of its functions and benefits: 

1. Retrieval and Generation Integration: The Conversational Retrieval QA Chain combines two main processes-

retrieval and generation to enhance response quality: 

o Retrieval Phase: In this phase, the system identifies and retrieves relevant information from an indexed 

knowledge base, which may include documents, PDF files, or other text sources. Using stored vector 

embeddings, the chain locates pieces of information that are semantically similar to the user’s query, 

ensuring that responses are grounded in factual data. 

o Generation Phase: After relevant data is retrieved, a generative model like ChatOpenAI is used to create 

a coherent and contextually accurate response. The retrieved information serves as a foundation, guiding 

the generative model to produce answers that are both reliable and contextually relevant to the query. 

2. Conversational Context Handling: This QA chain is optimized for maintaining conversational context. In 

multi-turn dialogues, it keeps track of previous interactions, allowing it to generate responses that reflect prior 

context. This feature is crucial in applications where users may follow up on previous questions or shift topics 

slightly, as it ensures continuity and coherence throughout the conversation. 

 

B. RAG (Retrieval-Augmented Generation) Approach 

The Retrieval-Augmented Generation (RAG) approach is a powerful framework that combines two main phases-

retrieval and generation to produce accurate, contextually relevant answers. In the retrieval phase, the system 

searches for pertinent information from an existing knowledge base, which can include text documents, medical 

records, or other data sources. The retrieval module utilizes a trained model to select information most relevant to 

the query, allowing the system to answer questions based on factual data. In the generation phase, a generative 

model, such as GPT-3 or other large language models (LLMs), is used to produce responses based on the retrieved 

information, ensuring answers are both informative and contextually aligned with the question. This dual-phase 

approach helps RAG reduce inaccuracies and biases, enabling the system to respond with answers grounded in a 

broader context. In the Flowise AI workflow, the RAG process is implemented through several key nodes: 
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1. OpenAI Embeddings: This node is crucial to the retrieval phase in RAG. It generates vector embeddings for 

text data, allowing the system to perform semantic search and similarity matching[19]. By converting text into 

vector embeddings, this node enables the system to locate relevant information based on the context of the 

query, rather than relying solely on keyword matching. This is particularly beneficial for applications such as 

conversational AI, document search, and question-answering, where accurate context matching is essential. 

2. In-Memory Vector Store: This node also operates within the retrieval phase, storing the embeddings generated 

by the OpenAI Embeddings node. During the query process, it enables fast retrieval of relevant information. 

By maintaining an accessible store of embeddings, the In-Memory Vector Store ensures that pertinent data 

can be quickly accessed, which is critical for the efficiency of retrieval in the RAG framework. 

3. Conversational Retrieval QA Chain: This node represents the core of the RAG approach, integrating both 

retrieval and generation phases. In the retrieval phase, it searches the In-Memory Vector Store for the most 

relevant data. During the generation phase, it uses this retrieved information to generate accurate, context-

aware answers with the help of a language model like ChatOpenAI. This chain facilitates the seamless transi-

tion between retrieving relevant information and generating responses, ensuring that answers are grounded in 

context. 

In the RAG setup, the text-embedding-ada-002 model plays a critical role in the retrieval phase by generating 

embeddings that capture the contextual meaning of queries and documents. This model enables the system to iden-

tify the most relevant information based on context, making it well-suited for scenarios requiring high contextual 

relevance, such as question-answering systems. 

The RAG framework also incorporates a top K = 4 configuration for retrieving the four most relevant embed-

dings, which supports the generation phase by providing a small, focused set of contextually appropriate data[20]. 

This subset of information serves as the basis for the language model to produce responses that are concise, relevant, 

and accurate, enhancing the system’s reliability. 

By using RAG in the Conversational Retrieval QA Chain, Flowise AI reduces the likelihood of generating inac-

curate or fabricated answers, commonly known as hallucinations. The grounding of responses in actual knowledge 

base content enhances accuracy and ensures that responses are contextually relevant to both the immediate question 

and the ongoing conversation. This approach is particularly advantageous in fields that demand high precision, 

such as healthcare and customer support, where reliable, contextually relevant answers are critical. 

 

C. Dataset 

In this study, we utilized nursing documentation files from the Ministry of Health of the Republic of Indonesia, 

dated 2017, as the primary data source[21]. These files contain various examples of nursing assessment report 

forms in diverse formats, including narrative sentence reports, structured tables, checklists for assessment elements, 

and fill-in-the-blank fields separated by colons. This variety in formats presents a unique challenge in data pro-

cessing, particularly in ensuring consistency and accuracy when converting information from these different for-

mats. 

The dataset derived from these documents serves as the ground truth for this study, where we conduct compara-

tive analysis to assess the precision and consistency of information generated through automated question-answer-

ing. Our Retrieval-Augmented Generation (RAG) system leverages this dataset as a knowledge source, allowing 

us to determine whether the information generated through Q&A aligns with the information contained within the 

dataset. This approach is crucial for evaluating the model's ability to reference accurate information, supporting the 

need for precise nursing documentation. By using this dataset as both the ground truth and a RAG data source, we 

aim to measure the system's capacity to capture relevant and accurate information and to evaluate how well the 

model can generate responses that align with the reference documents. This is expected to contribute to the devel-

opment of a reliable AI-based decision support system in the field of nursing. 

III. RESULT AND DISCUSSION 

In this section, we evaluate the effectiveness of the proposed Q&A system developed using Flowise AI with 

Retrieval-Augmented Generation (RAG) in accurately retrieving information from nursing care records and align-

ing it with ground truth data. The primary objective is to demonstrate that responses generated by the Q&A system 

accurately reflect the content in the source nursing documentation, even when data is presented in various formats, 

including tables, narrative sentences, checklists, and fill-in-the-blank fields. 

The system was tested by comparing Q&A outputs with the ground truth from nursing records provided by the 

Ministry of Health of the Republic of Indonesia (2017). For each query, the retrieved and generated answers were 

assessed to determine if they matched the relevant details within the ground truth documents. The results indicate 
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a high accuracy rate, showing that the system can handle multiple data formats and accurately retrieve contextually 

appropriate information. 

• Tables: When questions related to tabular data were posed, the system was able to extract specific values and 

fields, interpreting structured information correctly. For example, when asked about vital signs recorded in a 

tabular format, the Q&A system accurately retrieved values. Fig. 2 below shows an example of Q&A about 

medical history related to hepatitis C: 

 

 
Figure 2. Q&A on medical history 

 

In order to evaluate the Q&A results, we compare the Q&A results with ground truth contained in a table in 

the report. The ground truth image can be seen in Figure 3 below. 

 
Figure 3. Ground Truth: Data in the form of a table in  

the report form as a reference for evaluating Q&A results 

 

• Narrative Sentences: In cases where the data was presented in sentence form, the system displayed strong 

contextual understanding, accurately retrieving and generating responses that matched the sentence-based rec-

ords. For instance, when queried about specific nursing actions or observations described narratively, the sys-

tem produced answers closely aligned with the original sentences. Figure 4 shows the Q&A results used to 

gather information about what the patient is currently thinking. 
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Figure 4. Q&A Results for patient's current thoughts 

 

As shown in Figure 5, ground truth is presented as narrative sentences. This format is used as a reference to 

ensure conformity between the Q&A results and the expected information. 

 

 
Figure 5. Ground Truth in narrative sentence format for  

evaluating Q&A consistency 

 

 

• Checklists: Due to their concise format, checklist items pose unique challenges. However, the Q&A system 

demonstrated the ability to interpret and match checklist entries effectively. When asked about a specific 

checklist item, such as “hearing function”, as in Figure 6, the system successfully retrieved the appropriate 

checklist item and provided an accurate response. 

 
Figure 6. Q&A results for patient’s hearing function 

 

Figure 7 demonstrates that the generated Q&A is able to extract data from the checklist format. As shown in 

the image, the extracted results match exactly with the information provided in the checklist, indicating the 

system's ability to understand and extract information from the checklist format accurately. 

 
Figure 7. Ground truth in checklist format 

 

• Fill-in-the-blank Columns: The model also proved capable of interpreting and extracting data from fill-in-

the-blank sections as shown in Figures 7 and 8. By focusing on the context provided by the surrounding text, 

the system was able to match answers to relevant columns, demonstrating flexibility in handling a variety of 

documentation structures. 

 
Figure 8. Q&A results for patient’s weight and height 
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Figure 9. Ground truth in fill-in-the -blank-field 

 

We designed 53 questions based on the information available in the form to analyze the effectiveness of the 

developed model. These questions cover various important aspects of the data to be evaluated. From the test results, 

the model provided answers that were in accordance with the ground truth on 39 questions, indicating a fairly high 

level of accuracy in capturing the correct information. However, there were 4 answers that were not in accordance 

with the ground truth, indicating an error in the interpretation or processing of information by the model. In addi-

tion, the model also provided 10 answers stating that the requested information was not in the form. This could be 

due to the limitations of the form in providing relevant data for a particular question or the model's ability to identify 

missing information. The distribution of these results provides an overview of the strengths and weaknesses of the 

model in extracting information from the form, as well as being the basis for further improvement steps. A more 

detailed explanation of the results can be seen in Figure 10. 

 
Figure 9. Disribution of answer categories 

 

The graph in this figure illustrates the proportion of each category, namely the number of answers that match, 

mismatch, and no answer. The graph shows that most answers come from the "Match" category, which indicates 

the model's potential to capture relevant information. However, the "Mismatch" and "No Answer" categories are 

important points of attention that can be used to further analyze the causes of errors and identify future improvement 

opportunities in the model. 

Traditional information retrieval methods, such as manual human search or rule-based systems, have a number 

of significant drawbacks. While generally accurate when performed by experienced individuals, manual searches 

take significantly longer to complete the same number of queries. They are prone to errors, especially when dealing 

with complex or unstructured forms. On the other hand, rule-based systems rely heavily on predefined rules, mak-

ing them less flexible in handling new queries or data variations. In addition, rule-based systems tend to be less 

accurate, with common errors being the inability to understand complex contexts and the tendency to provide spec-

ulative answers when the requested information is not found. 

Furthermore, studies that have used LLM to generate specific prompts also have limitations. This approach is 

still limited to the prompts given to obtain the desired output, making it less adaptive in handling a wider variety 

of contexts. In addition, the results produced by LLM tend to be weak when asked to provide output in the form of 

complex sentences. In fact, in some cases, the model still provides speculative answers if it does not find relevant 

information in the form provided. This shows that although LLM has great potential, its use for information re-

trieval still requires further development to improve its accuracy and reliability. 

The proposed system offers significant advantages. It is more efficient and excels at identifying correct answers 

without giving speculative responses when information is missing. This capability, which is lacking in previous 

methods, reflects the system's strength in detecting and recognizing the absence of information. Additionally, the 

system is designed to be more adaptive, allowing the processing of new questions or varying data without the need 

for manual rule changes. These advantages make the proposed system a more reliable and flexible solution com-

pared to traditional approaches. 
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A total of 53 questions were tested, and four mismatched answers were found, as well as 10 no-answer outputs, 

which were the primary focus of our analysis. One challenge that emerged was the system’s difficulty in under-

standing the context of more complex questions, especially when the data on the form is unstructured or has many 

similar elements. This condition causes errors in matching answers to the ground truth, even though relevant infor-

mation is actually available. For example, on the question “What about the patient’s skin color?”, the model gives 

the answer “normal”, while the correct ground truth is “pale”. The answer “normal” may be indicated by other skin 

condition information, such as good skin turgor, good skin condition, and no skin abnormalities, which should not 

replace more specific information about the patient’s skin color. This challenge indicates the need to improve the 

system’s ability to understand the semantic relationship between questions and data on the form, so that the system 

can provide more accurate and relevant answers. 

The implementation of Flowise AI in healthcare requires attention to several important factors, especially infra-

structure and user training. In order to run AI models, large and secure data storage as well as powerful servers are 

needed. In addition, the integration of this system with existing Electronic Medical Records (EHR) is essential to 

ensure smooth and efficient data flow. Furthermore, user training is equally important. Medical personnel, includ-

ing doctors, nurses, and administrative staff, need to be trained to be able to utilize Flowise AI optimally. This 

training includes a basic understanding of how to interact with the system, as well as how to handle cases that 

cannot be handled by the system. In addition, users must also be taught about the importance of maintaining patient 

data privacy and understanding existing security policies. Without proper training, the adoption of this technology 

can be hampered, even though the system itself is designed to make their jobs easier. 

This study suggests several research directions that can be pursued to improve the performance of the proposed 

system, especially when retrieving information from medical forms. For instance, the development of more sophis-

ticated models can improve the system's ability to understand the context and semantics of unstructured or similar 

data. In addition, the system's ability to detect missing information still needs to be improved, with research ex-

ploring more accurate missing detection techniques using machine learning. 

Research can also focus on integrating the system with Electronic Medical Records (EHR), allowing the system 

to pull data directly from patient medical records, as well as reducing the reliance on manual forms that are often 

unstructured. Thus, the system can be more effective in providing relevant and accurate answers. On the other hand, 

much medical data is presented in unstructured formats, such as doctor's notes or patient interview transcripts, 

which require further development in NLP to extract information more efficiently.  

Finally, research can also focus on improving the robustness of models to unexpected variations in questions and 

data formats. A more flexible and adaptive system, capable of handling different types of input, be it text, numbers, 

or images, would be very useful to improve the performance of the system in real-world scenarios. Using transfer 

learning-based approaches or fine-tuning models for different types of data and question formats can be an effective 

step in addressing this challenge. Research in these areas will enable the development of more robust and reliable 

systems in various healthcare contexts, thereby improving the accuracy and efficiency of medical information re-

trieval. 

IV. CONCLUSION 

This study demonstrates the effectiveness of a low-code approach using Flowise AI with Retrieval-Augmented 

Generation (RAG) to build a Q&A system for extracting information from diverse nursing documentation formats. 

By leveraging the capabilities of Flowise AI, integrated with LangChain and OpenAI’s LLM models, the system 

was able to accurately retrieve information from various document structures, including tables, narrative sentences, 

checklists, and fill-in-the-blank fields. The results highlight the system's ability to handle diverse data formats, 

ensuring consistency and reliability in retrieving critical healthcare information. 

The RAG methodology, which combines retrieval and generation phases, proves essential in maintaining con-

textual accuracy and enhancing answer reliability. The use of OpenAI Embeddings and an In-Memory Vector Store 

contributes to the system’s strong semantic search capabilities, allowing it to perform well even in complex queries 

that require contextual understanding. This low-code solution demonstrates the potential for expanding AI acces-

sibility to non-technical users, particularly in the healthcare field, where accurate and timely information retrieval 

can significantly impact patient outcomes. 

In summary, the low-code Q&A system developed in this research offers a promising solution for enhancing 

healthcare documentation retrieval, providing healthcare professionals with a scalable and accessible tool to im-

prove patient care. This study lays the foundation for further research and development in low-code AI solutions, 

particularly for domain-specific tasks in healthcare and other industries requiring high precision in information 

retrieval. 
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