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Stunting is a chronic nutritional problem in toddlers that affects children's 

physical growth and cognitive development. Early identification and pre-

diction of toddlers' nutritional status are crucial for timely intervention. 

This study aims to predict the nutritional status of stunting in toddlers 

using the Naïve Bayes Classifier algorithm. The data used in this study is 

derived from community health surveys with variables such as age, 

weight, height, and parental nutritional status. The research process began 

with data collection and pre-processing to ensure high-quality data. Sub-

sequently, the data was trained using the Naïve Bayes Classifier algo-

rithm, known for its simplicity and efficiency in data classification. Pre-

diction results were then evaluated using metrics of accuracy, precision, 

and recall  to measure the model's performance. The study results indicate 

that the Naïve Bayes Classifier algorithm has high accuracy in predicting 

stunting status in toddlers, with an accuracy rate of 72,2%. Precision and 

recall also showed satisfactory results, at 94,1% and 76,1%, respectively. 

This model can be used as a tool for health workers to identify toddlers 

at risk of stunting, enabling earlier preventive measures. In conclusion, 

the use of the Naïve Bayes Classifier algorithm is proven effective in pre-

dicting the nutritional status of stunting in toddlers. The implementation 

of this model is expected to support child health programs and accelerate 

the reduction of stunting prevalence in the community. 

I. INTRODUCTION 

TUNTING is a widespread issue in Indonesia and other developing countries. Stunting in children, as illus-

trated here, refers to being below average height. This results from a prolonged mismatch between long-term 

nutrition intake and requirements. Delayed cognitive development, impaired learning capacity, and increased 

vulnerability to metabolic syndrome, hypertension, and obesity are potential outcomes of developmental delays [1] 

[2]. 

He stunting status in toddlers is determined according to the Minister of Health of the Republic of Indonesia 

Decree No. 13. 1995/MENKES/SK/XII/2010, which regulates the procedures for assessing children's nutritional 

status, using growth and development standards tailored to community nutrition assessment programs [3]. Assess-

ment is based on height for age (HAZ) or length for age (LAZ) between -3 SD and -2 SD. If the HAZ or LAZ 

measurement is below -3 SD, it is considered as severely short stature. Maternal and infant mortality, child stunting, 

infectious diseases, and non-communicable disease control are the four main focuses of health development initi-

atives [4].  

In 2018, the Ministry of Health of the Republic of Indonesia recorded that the percentage of stunting in Indonesia 

reached 30.8%, which is significantly higher compared to other ASEAN countries ranging between 4% to 17%. 

However, according to the Indonesian Nutrition Status Survey (SSGI) in 2022, the stunting rate in East Java Prov-

ince was recorded at 19.2%. The national target for 2024 is to reduce the stunting rate to 14%. In Pasuruan Regency, 

the prevalence of stunting was recorded at 21.5% in 2020. This figure then decreased to 18.1% in 2021, and sig-

nificantly dropped to 10.8% in 2022. In the city of Pasuruan, the prevalence of stunting has fluctuated over the past 

three years. In 2020, the stunting prevalence was around 19.06%. This number saw a notable increase in 2021 to 

23.7%, but decreased again to 18% in 2022 [5]. 

Nutritional deficiencies are caused by various factors, such as inadequate food consumption, poverty, inadequate 

environmental sanitation, and lack of nutritional knowledge. All of these factors work together to create ecological 

issues that result in malnutrition [6] [7].  
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 Monitoring and data collection on stunting at various health centers in the Pasuruan City area play a crucial role 

in assessing the growth and development of fetuses and newborns. One of the frequent issues encountered at the 

Pasuruan City Health Office is the inaccuracy and lack of timeliness in collecting monthly stunting data, which is 

still done manually using Microsoft Excel. This results in large data sizes and heavier calculation processes, limit-

ing public access to the data to once a month during integrated health post activities. Given this problem, there is 

an urgent need to develop a system to track the status of young children, especially stunting, using multiple indi-

cators to support innovation and enhance public understanding of the importance of adequate nutrition for toddlers.  

 The method employed in this research is data mining technique using the Naive Bayesian classifier algorithm 

titled "Prediction of Stunting Nutritional Status in Toddlers Using Naive Bayes Classifier Algorithm". The Naive 

Bayes classification algorithm is a statistical procedure used to estimate the likelihood of group membership. When 

applied to large datasets, this Naive Bayesian classification technique achieves high accuracy and speed. Compared 

to other classification algorithms, Naive Bayes has significantly lower error rates [8]. 

 The method applied in this research is a data mining technique using the Naive Bayesian classifier algorithm 

titled "Prediction of Stunting Nutritional Status in Toddlers Using the Naive Bayes Classifier Algorithm." This 

algorithm was chosen because when applied to large datasets, the Naive Bayesian classification technique achieves 

high accuracy and speed. Compared to other classification algorithms, the error rate of Naive Bayes is much lower 

[8] and the Naive Bayes method has a higher accuracy rate as in the study [9] where Naive Bayes achieved 70% 

accuracy while the support vector machine method only reached 61%. The Naive Bayes algorithm used in this 

study is Gaussian Naive Bayes because the data used in this study are continuous and the expected target is binary 

[10]. 

 

II. RESEARCH METHOD 

Research methodology is the stage carried out in research used to solve existing problems. In this study, the 

research methodology includes several discussions covering the research flow, literature review, problem identifi-

cation, data collection, data analysis, classification using Naïve Bayes, and finally, model evaluation. 

 

A. Research Flow 

In this study, there are several stages to be conducted. These stages start with conducting a literature review, 

identifying the problem, collecting data, analyzing data, modeling, optimizing, evaluating the model, and drawing 

conclusions. Figure 1 illustrates the flow of this research. 

 

 

Figure 1. Research Flow 
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Literature review is a stage conducted by researchers to gather references used in addressing the problems se-

lected by the researcher. The problem identification process is a stage to gain an understanding of the issues to be 

solved in this study. The data collection process is used to gather raw data, which will then be processed in the data 

analysis stage to determine the appropriate parameters. Additionally, the data analysis stage also includes feature 

engineering, which involves cleaning and improving data to ensure it can be processed by the Naive Bayes method 

or algorithm used in this research. The final process is model evaluation to assess how accurately the Naive Bayes 

algorithm resolves the issues in this study. 

 

B. Literature Review 

In this stage, the initial step of conducting research involves gathering information about the questions studied 

previously from various sources of references, beginning with searching for references in books, journals, reports, 

and articles related to developmental delays in early childhood. 

 

 

Figure 2. Literature Review 

  

C. Problem Identification 

In this study, the problem identification process is used to obtain a detailed overview of the issues addressed in 

this research. Detecting toddlers suffering from stunting is crucial as it relates to child health. The issues caused by 

toddlers suffering from stunting can contribute to mortality. Lack of knowledge about the symptoms of this condi-

tion is prevalent in society, so educational efforts should not only focus on raising awareness but also on providing 

a platform accessible to the general public to prevent or detect early signs of stunting in toddlers. 

 

D. Data Collection 

The data sources used in this research are from the Health Office and the nearest health centers (puskesmas). 

Discussions with medical staff responsible for dietary services were conducted to obtain additional information. 

These interviews aimed to gather information about the data collection procedures to be followed and the types of 

data that can be used in this research. The nutrition officers obtained data in the form of Excel files, which include 

the number of stunting cases from August to December 2022 in Pasuruan City. 

 The data collected includes nutritional status data of toddlers, totaling 110 entries across 16 columns, including 

"Name, Gender, Village/Subdistrict, Integrated Health Post (Posyandu), RT (neighborhood association), RW (res-

idential association), Weight, Height, Upper Arm Circumference, Weight for Age (WFA), WFA Z-score, Height 

for Age (HFA), HFA Z-score, Weight for Height (WFH), and WFH Z-score." 
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TABLE 1.  

CHILD STUNTING DATASET STUNTING  

No. … Weight Height 

Upper 
Arm Cir-

cumfer-

ence 

WFA 
WFA Z-

score 
HFA 

HFA Z-

score 
WFH 

WFH Z-

score 

1.  12,4 90,3 12 Normal  -1,86 stunted 

 

-2,6 adequate 

nutrition 

-0,55 

2.  8,2 79 14 severely 
malnour-

ished 

-3,2 stunted 
 

-2,61 malnutri-
tion 

-2,34 

3.  7,5 68 13 Normal  -1,82 stunted 
 

-2,3 adequate 
nutrition 

-0,74 

4.  10,3 84,5 13 Normal  -2,12 stunted 

 

-2,36 adequate 

nutrition 

-1,03 

5.  9,6 78 14 Normal  -1,69 stunted 

 

-2,58 adequate 

nutrition 

-0,59 

…           
110  12,5 76 14 undernour-

ished 

-2,98 stunted 

 

-2,14 malnutri-

tion 

-2,3 

 

The data will undergo preprocessing by transforming the values of the BB/U, TB/U, and BB/TB features. The 

transformation of each feature is carried out in several ways: 

• WFA Feature:  

Transform the categorical values into ordinal numbers: the "severely underweight" category is changed to 1, the 

"underweight" category is changed to 2, and the "normal" category is changed to 3. This transformation is called ordinal 

encoding, where the "normal" category has the highest value. 

• HFA Feature: 

Transform the categorical values into binary numbers: the "short" category is changed to 0 and the "tall" category is 

changed to 1. This transformation is called one-hot encoding, which is the process of converting categorical values into 

several binary columns, with one column for each unique category. 

• WFH Feature: 

Transform the categorical values into binary numbers: the "well-nourished" category is changed to 1 and the 

"malnourished" category is changed to 0. This transformation is also called one-hot encoding, which is the process of 

converting categorical values into several binary columns, with one column for each unique category. 

 

E. Data Analysis 

Data analysis is a step used by researchers to determine the parameters that are used as input for the Naive Bayes 

algorithm and to perform feature engineering improvements. In this study, the data analysis process was carried 

out in several stages, starting from analyzing the correlation between parameters, detecting data balance based on 

the target parameter, and handling missing values. 

The first step is to analyze the correlation between parameters. This analysis is performed using statistical meth-

ods such as the Pearson correlation coefficient to measure the strength and direction of the linear relationship be-

tween two parameters. For example, if parameter A and parameter B have a high correlation value, it indicates that 

changes in parameter A are likely followed by changes in parameter B. 

Next, we detect whether the data we have is balanced or not based on the target parameter. A common method 

used for this is class distribution analysis, where we count the number of instances in each target class and compare 

them. Balanced data is data where the distribution of target classes is almost equal or proportional. 

The next step is to handle missing values. Several techniques commonly used to handle missing values include 

deleting rows or columns containing missing values, imputing with mean or median values, and using more ad-

vanced algorithms such as k-nearest neighbors to impute missing values. 

 

F. Classification with Naïve Bayes 

Naive Bayes is a simple probabilistic classification technique designed under the assumption that explanatory 

variables are independent. This algorithm focuses on learning in probability estimation. The advantage of Naive 

Bayes algorithm is that it exhibits lower error rates, higher accuracy, and better processing time for large datasets 

compared to smaller ones [11]. 

The Naive Bayes algorithm has three types: Multinomial Naive Bayes, Bernoulli Naive Bayes, and Gaussian 

Naive Bayes. This study uses the Gaussian Naive Bayes algorithm because the data used in this research is continu-

ous, and the expected target is binary [10]. Gaussian Naive Bayes is characterized by its ability to handle continuous 
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(non-discrete) feature values. Each feature is assumed to follow a Gaussian distribution, which is also known as a 

normal distribution. When the data is plotted, it produces a bell-shaped curve that is symmetrical around the mean. 

This bell curve represents the average value of the feature and shows how the data is distributed around the mean, 

with most values clustering near the center and fewer values appearing as you move away from the center in either 

direction. The symmetry of the curve indicates that the data is evenly distributed on both sides of the mean, with 

equal probabilities for values occurring above and below the average [12]. 

The formula for Gaussian Naive Bayes is based on the normal (Gaussian) distribution to estimate the probability 

of continuous features [12]. The formula for the normal distribution is: 

 

𝑃(𝑥|𝐶) =
1

√2𝜋𝜎2
𝑒𝑥𝑝 (−

(𝑥−𝜇)2

2𝜎2 )                                   (1) 

 

Where: 

𝑃(𝑥|𝐶) is the probability of feature 𝑥 given class C 

𝜇 is the mean of the feature for class C 

𝜎 is the standard deviation of the feature for class C 

𝜋 is the constant pi (approximately 3,14159). 

𝑒𝑥𝑝 is the exponential function. 

 

In the context of Gaussian Naive Bayes, the total probability of class C given features 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛 is calculated 

as: 

 

𝑃(𝐶|𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) = 𝑃(𝐶) ∏ 𝑃(𝑥𝑖|𝐶)𝑛
𝑖=1                               (2) 

 

Where: 

( P(C) is the prior probability of class C. 

(P(𝑥𝑖|𝐶) is the probability of feature (𝑥𝑖) given class C, calculated using the normal distribution formula above. 

 

G. Model Evaluation 

A confusion matrix is a technique used to assess the effectiveness of a model. It provides a comparison between 

the output produced by the system and the actual values [13].. The confusion matrix allows for a more detailed 

evaluation of how the model performs classification by breaking down the prediction results into four categories: 

- True Positives (TP): Cases where children suffering from stunting are correctly predicted as stunting. 

- True Negatives (TN): Cases where children not suffering from stunting are correctly predicted as not stunting. 

- False Positives (FP): Cases where children not suffering from stunting are incorrectly predicted as stunting. 

- False Negatives (FN): Cases where children suffering from stunting are incorrectly predicted as not stunting. 

 

From the confusion matrix, several important metrics can be calculated, such as accuracy, precision, and recall. 

Accuracy measures the proportion of correct predictions out of the total predictions made by the model. It provides 

a general idea of how well the model works in predicting the nutritional status of stunting. Accuracy is important 

for getting an overall view of the model’s performance, especially if the data is balanced. High accuracy indicates 

that the model is good at correctly classifying children as either stunting or not stunting. However, if the data is 

imbalanced (the number of stunting cases is much fewer or greater than non-stunting cases), accuracy alone may 

not adequately reflect the true performance of the model. The formula for accuracy is: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 × 100%                                (3) 

 

Precision measures the proportion of true positive predictions out of all positive predictions made by the model. 

This is important when the cost of false positives is high. In a medical context, precision helps ensure that when 

the model predicts a child as suffering from stunting, the prediction is correct with a high proportion. High precision 

means the model rarely incorrectly identifies children who are not suffering from stunting as stunting. This is 

important to avoid unnecessary concern or intervention. The formula for precision is: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 × 100%                                   (4) 
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Recall measures the proportion of true positive cases that are correctly identified out of all actual positive cases. 

This is important when the cost of false negatives is high. In the context of stunting, recall is important because 

every missed case of stunting can mean a failure to provide necessary intervention to the child who needs it. High 

recall indicates that the model is effective in detecting all children suffering from stunting, ensuring that children 

requiring medical attention are not overlooked. The formula for recall is: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 × 100%                                      (5) 

                                                                        

III. RESULTS AND DISCUSSION  

A. Data Analysis 

In this study, data from Integrated Health Posts (Posyandu) were used to predict stunting. Several stages were 

involved in the data analysis process, including feature selection and data preprocessing or feature engineering. 

The results of the data analysis conducted in this study include: 

-  Feature Selection 

The selection process resulted in parameters used for this study, such as age, height, weight, gender, and nutri-

tional status. Features such as name and address were not used because they are unique to each data entry. 

-  Feature Engineering 

Feature engineering in this study involved improvements such as converting data types for parameters like age, 

height, and weight from object to numeric. Data cleaning involved removing strings or words such as 'kg' from the 

weight parameter 

 

B.  Naive Bayes Classifier 

The test results conducted for this study provide information about the reliability of the results. The purpose of 

this study is to evaluate the effectiveness of the Naive Bayesian algorithm in predicting the nutritional status of 

toddlers at risk of stunting. With a total of 110 data points (88 for training and 22 for testing), this proportion is 

generally chosen to ensure that the training set is large enough for the model to learn and the testing set is large 

enough for accurate evaluation. The Naive Bayesian approach to predicting the nutritional status of stunted toddlers 

achieved an accuracy rate of 72.7%. 

Furthermore, further analysis was conducted to understand how certain features affect the prediction results. 

Features such as weight, height, age, and maternal health status during pregnancy were identified as important 

variables in this model. The test results show that the Naive Bayesian algorithm has a fairly good ability to classify 

toddlers at risk of stunting based on the available data. Additionally, a confusion matrix was used to evaluate the 

model's performance in more detail. From the confusion matrix results, satisfactory precision and recall values 

were obtained, with each being 94.1% and 76.1%, respectively." 

C. Confusion Matrix  

In the model evaluation phase, confusion matrix calculations were used to determine how much of the previously 

processed test data fell into categories such as TP (True Positive), FP (False Positive), TN (True Negative), and FN 

(False Negative). The results are detailed in Table 2. 

 
Table II  

 CONFUSION MATRIX RESULTS 

Confusion Matrix  Prediction 

Positive  Negative  

Actual  Positive  TP = 16  FP = 1 
Negative  FN = 5 TN = 0 

 

Table 2 shows that the Naive Bayes classifier model correctly predicts the status of developmental delay in young 

children with 16 True Positives, 5 False Negatives, 1 False Positive, and 0 True Negatives. 

However, it is important to note that the imbalance in the test data can affect the model's results. In this case, the 

much smaller number of negative samples compared to positive samples can cause the model to have difficulty 

correctly predicting the negative class. This is evident from the True Negative value of 0, which indicates that the 

model did not correctly predict any negative samples. 
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Table III.  

CONFUSION MATRIX RESULTS 

Method Accuracy Precission Recall 

Naïve Bayes Classifier 72,7% 94,1% 76,1% 

 

From Table 3, it can be seen that the precision value is 94,1%, recall is 76,1%, and accuracy is 72,7%. The impact 

of data imbalance can affect the interpretation of the evaluation metrics used. To address data imbalance, several 

methods can be applied, including resampling techniques such as oversampling for the minority class or under-

sampling for the majority class. 

IV. CONCLUSION  

Data preparation, data preprocessing, Naive Bayesian classification process, and the use of Confusion Matrix to 

evaluate the performance of the Naive Bayesian method are all necessary steps in developing a model to predict 

developmental delays in young children. This information is derived from 2022 statistics on infant and child 

nutrition health. Both training and test data were incorporated into the Naive Bayesian classification procedure. 

High precision was achieved using the Confusion Matrix to accurately locate data. Regarding performance on 

delayed data, the evaluation indicates that partitioning data into 80% training and 20% testing yields the best results 

(accuracy 72,7%, precision 94,1%, and recall 76,1%). These findings form the basis for developing more 

sophisticated and effective prediction systems for toddler stunting, laying the groundwork for future system 

development. Furthermore, this study highlights the potential for further development considering data imbalance 

issues. 
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