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The significant increase in users on TikTok has led to a notable rise in the 
number of reviews in the form of opinions given to the application. The 
large number of opinions can be analyzed to identify the prevailing sen-
timent among the community towards the application. The sentiment 
analysis method employing machine learning is particularly well-suited 
to this problem due to its practicality and efficiency. The objective of this 
research is to develop a model that can be utilized as a sentiment analysis 
tool with a high degree of accuracy. In this research, the BiLSTM algo-
rithm, combined with IndoBERT, a pre-trained model, is employed. The 
BiLSTM can comprehend the interrelationships between words within a 
sentence in a bidirectional manner. IndoBERT is pertinent to this research 
as it is a model that has been fine-tuned using Indonesian language da-
tasets from various sources on the Internet. To support this research, a 
scenario was created by considering various aspects when adding meth-
ods as an optimization scheme until the optimal model was identified. 
The outcomes of experimentation demonstrate that sentiment analysis us-
ing the BiLSTM+IndoBERT method achieved the highest accuracy, 
reaching 81% in the classification report test and an average accuracy of 
92.03% in cross-validation testing with a total of 10 folds. 

   
. 

I. INTRODUCTION 
HE internet has become a ubiquitous and indispensable tool in modern society. Social media in particular 
has become a crucial aspect of people's lives, serving as a primary conduit for communication, 
entertainment, and business [1]. TikTok, a prominent social media platform, has seen a remarkable surge in 

user growth over the past six years, with a 109% increase in its user base [2]. This growth rate is significantly 
higher than that of other social media platforms. Due to its high level of popularity, this application receives a 
considerable number of reviews in the form of text comments. However, the sheer volume of reviews makes it 
challenging for readers to discern the true meaning of many of them. To address this issue, this research proposes 
a sentiment analysis approach, which is considered an effective method for extracting valuable insights from a vast 
collection of reviews. Sentiment analysis is a stage of data collection in the form of information in the form of text. 
Its aim is to obtain information from opinion sentences that have a positive or negative tendency [3]. 
 Additionally, research on sentiment analysis of TikTok reviews has been conducted using the long short-term 
memory (LSTM) and IndoBERTweet methods. The results of this study achieved an accuracy value of 78% for 
LSTM, while IndoBERTweet, a derivative of the BERT algorithm and trained using Indonesian vocabulary from 
tweets on Twitter, achieved prediction accuracy up to 80% [4]. Previous research has only discussed the comparison 
of the two methods without a combination with other methods. The accuracy obtained only reached 80% for 
IndoBERT. Previous research was considered in this study to discuss and develop variants of LSTM and BERT. 
However, rather than simply comparing the two methods, they were also combined by considering each of the 
advantages of these methods to complement the shortcomings between the methods in building a sentiment analysis 
model on data in the form of Indonesian sentences. 

Related research has also demonstrated that the ConvBiLSTM model outperforms other models, achieving an 
accuracy of 91.13% [5]. This finding is further supported by a similar study that proposed a BiLSTM topic model, 
which outperformed a sentiment classification task for a benchmark [6]. Collectively, these studies indicate that 
the BiLSTM's ability to capture sequence, context, and long-term dependency information makes it more effective 
than LSTM for performing sentiment analysis. BiLSTM is capable of processing input sequences through the first 
two layers in a forward direction from the beginning to the end, and the other layers in a reverse direction from the 
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end to the beginning. The output of both layers is then combined. This allows BiLSTM to capture context from 
both the past and future, thereby improving the overall understanding of context in sequential data [7]. 

In this study, the bidirectional long short-term memory (BiLSTM) method is combined with IndoBERT, a 
derivative of the BERT algorithm and one of the deep learning models in natural language processing (NLP) [8]. 
The algorithm was selected for use in this study because, in a previous study regarding the classification of public 
opinion on the covid-19 vaccine in Indonesia, the prediction accuracy reached 80% while IndoBERTweet was only 
68% [9]. Moreover, user opinion sentences in the form of reviews exhibit similar characteristics with the IndoBERT 
benchmarking dataset, which is predominantly informal. The IndoBERT model employs a transformer-based 
architecture for sentiment analysis. This architecture enables bidirectional text processing, allowing the model to 
comprehend the context of each word in the sentence. This approach offers several advantages over other methods. 
It is capable of capturing more complex context dependencies in Indonesian sentences, resulting in more accurate 
text representation and enhanced sentiment classification performance [10]. Consequently, the two methods are 
employed to analyze the sentiment of the TikTok social media application reviews on the Google Play Store. 

The theoretical framework utilized in sentiment analysis encompasses the fundamental principles of NLP, which 
aims to enable computers to comprehend, interpret, and generate human language. In this context, the BiLSTM 
model is employed to capture context relationships from both directions within the text, thereby enhancing the 
model's effectiveness in understanding word order. The IndoBERT model, which is based on the transformer 
architecture and has been trained on the Indonesian language corpus, processes text in both directions, enabling a 
more comprehensive and accurate understanding of context. These models, which can capture the meaning of text 
and are particularly effective in sentiment classification, increase prediction accuracy based on richer context. 

The objective of this research is to implement sentiment analysis methods in order to create a suitable machine 
learning model. This will be achieved by utilizing the branch of natural language processing that can classify 
opinions on sentences into positive, negative, and neutral labels automatically. The results of this research are 
expected to assist TikTok users in Indonesia in determining the suitability of using the TikTok application in their 
daily activities, such as finding entertainment and making it a communication tool. Moreover, the findings of this 
study are anticipated to assist TikTok companies in Indonesia in gaining a deeper comprehension of the 
characteristics and expectations of application users, based on the insights derived from sentiment analysis of 
ratings in the form of reviews on the Google Play Store. 

II. RESEARCH METHODS 
This research has been conducted in several stages, beginning with the collection of datasets based on the 

established rules. The datasets then enter the preprocessing stage, during which the results are utilized for model 
construction using the BiLSTM method, which is integrated with IndoBERTweet. Fig. 1 illustrates the work system 
employed in this research.  

 

 
Fig. 1. Workflow of implementation BiLSTM and IndoBERT for sentiment analysis of TikTok reviews 

A. Dataset 
The dataset was collected through a crawling process using the Python library Google-Play-Scrapper. The 

downloaded dataset is limited to reviews from Indonesian servers and in Indonesian on the Google Play Store. The 
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total number of datasets utilized in this research is 25,291, comprising user reviews of the TikTok application. 
There are various features that contain information in each column in the crawling result dataset. 

In this study, feature selection is employed with the objective of obtaining high-quality training data that is 
pertinent to the research objectives. The features themselves possess value and character that can support an 
experiment in a study, particularly in the field of machine learning [11]. From the information available on each 
feature in the dataset, researchers have determined that content features are the most appropriate for supporting this 
research. The selection of the “content" feature, which contains app reviews in sentiment analysis research on 
TikTok reviews, as training data is motivated by several factors. Primarily, app reviews directly reflect users' 
experiences on TikTok, which is the primary focus of sentiment analysis research. Additionally, app reviews 
encompass a diverse range of sentiments, including positive, negative, and neutral reviews, thereby enabling the 
model to be trained with representative data from various user perspectives. Consequently, selecting the “content" 
feature as training data can facilitate the generation of a more accurate and reliable sentiment analysis model for 
TikTok. Prior to model training, a preprocessing stage is employed to enhance the quality of the content features. 
The quality of the dataset is influenced by content that contains missing values, links, symbols, or characters other 
than string variables. 

B. Labeling 
The objective of labeling the dataset as presented in Table I is to categorize the dataset in order for the model to 

recognize the content as belonging to one of three sentiment categories: positive, neutral, or negative [12]. This is 
achieved by converting the labels, which are expressed in words, into numbers and placing them into the Tag 
column during the reprocessing of the dataset. This is necessary because the model is only able to understand input 
in the form of integer variables. 

TABLE I 
SAMPLE DATASET LABELING RESULT 

Data Label Tag 

Aplikasinya sungguh menarik, bisa menghibur kita Positive 2 
Saya bingung mau tulis apa Neutral 1 

Jan di update serius, kotak masuk nya jd aneh Negative 0 

C. Preprocessing using Keras 
This preprocessing stage is very important for the purpose of training the model. Natural language processing, 

which is a branch of machine learning, is very instrumental in the research case in the form of sentiment analysis 
with text datasets. NLP is a tool that can make computers understand the contents of a text like humans [11]. In 
this research, the application of NLP in the case folding and filtering process utilizes the Keras and Sastrawi 
libraries. The case folding process is to convert letters containing capital letters into lowercase letters, with the aim 
of simplifying each character and only retaining the letters 'a-z'. This goal is also to ensure consistency and avoid 
discrepancies caused by capitalization. The results of case folding look like in Table II. 

 
TABLE II 

SAMPLE CASE FOLDING RESULT 

Data Result 

Aplikasinya sungguh menarik, bisa menghibur kita aplikasinya sungguh menarik bisa menghibur kita 
Saya bingung mau tulis apa saya bingung mau tulis apa 

Jan di update serius, kotak masuk nya jd aneh jan di update serius kotak masuk nya jd aneh 

 
The filtering process in this study employs the stopword removal method. This process aims to enhance data 

quality by eliminating superfluous words, including slang terms, in a sentiment sentence while retaining sentences 
containing pertinent information [13]. The Sastrawi library is also employed in the filtering stage with the objective 
of eliminating irrelevant or common words in the text, such as conjunctions and interjections. The Sastrawi library 
is selected due to its extensive Indonesian language corpus, which is a valuable resource in NLP. Additionally, this 
stage entails transforming some slang terms into standard vocabulary. Table III presents the outcomes of the 
filtering stage. For a list of stopwords utilized in this stage refer to Table IV. 
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TABLE III 
SAMPLE FILTERING RESULT 

Data Result 

Aplikasinya sungguh menarik, bisa menghibur kita sungguh menarik menghibur 
Saya bingung mau tulis apa bingung tulis 

Jan di update serius, kotak masuk nya jd aneh serius kotak masuknya jadi aneh 

 
TABLE IV 

SAMPLE STOPWORD 
Data 

aplikasi 
bisa 
kita 
apa 
mau 

serius 
jangan 

aku 
update 

di 

D. Preprocessing using IndoBERT 
The Bidirectional Encoder Representations from Transformers (BERT) method is a pre-training model based on 

neural networks in NLP [14]. BERT employs Transformers that can learn the relationship between words through 
a mechanism called attention. BERT comprises an encoder and a decoder, with the encoder responsible for 
receiving input and converting it into word vectors, while the decoder is tasked with making predictions. BERT 
employs three distinct embedding techniques for converting words within sentences into vectors [15]. Fig. 2 
illustrates the BERT architecture. 
 

 
Fig. 2. BERT Architecture [16] 

Token embedding in the BERT architecture serves to convert text into vectors in certain dimensions. Segment 
embedding is specifically used for fine-tuning and distinguishing meaning between sentences. The last part is 
position embedding, which functions to consider the order of the tokens in the text, while understanding the overall 
meaning. BERT also has several variants, one of which is IndoBERT, which is one of the pre-trained models 
designed to handle data in the form of sentences using Indonesian [10]. In this research, IndoBERT is employed as 
a tokenizer. This algorithm is analogous to BERT and comprises 12 hidden layers, each with a maximum of 786 
dimensions, and 12 attention heads. 

IndoBERT is also constructed using a vast array of Indonesian vocabulary, encompassing over 220 million words 
derived from newspapers and the Indonesian Web Corpus. This method has been developed for two months and 
has demonstrated good performance on several tasks within the NLP domain. Evaluation of the IndoLEM dataset 
indicates that IndoBERT produces more accurate results than MalayBERT [15]. This research utilizes IndoBERT 
without further customization, as it is well-suited to the characteristics of the data used. 

The stage of processing training data in this study concludes with a tokenizing and stemming process utilizing a 
pre-trained model, namely IndoBERT. Stemming is a process that eliminates affixes from a word, thereby rendering 
it a standard word [17]. In the context of this study, the affix word is deemed to add a type of character that lacks 
significant information in the data training stage. The process of modifying standard words using IndoBERT differs 
from the traditional stemming approach. Rather than directly modifying words, IndoBERT is capable of 
understanding word variations and context within text, which enables it to map these words into similar numerical 
representations. In some cases, these representations can resemble the effects of standard words. This approach 
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allows the model to process words in text with greater depth, without requiring additional preprocessing steps such 
as stemming by searching stopword lists manually. 

The tokenize process involves the separation of sentences into individual words, referred to as tokens, through a 
process called tokenization [18]. The token may comprise a word, a sub-word known as (n-gram), or a letter. This 
research employs IndoBERT as a tokenization tool due to its compatibility with BERT's CLS (classification) and 
SEP (separation) tokens. The CLS token is utilized as a distinctive token positioned at the outset of every text 
sequence, serving as a signal for the classification task. SEP tokens are employed to mark the conclusion of each 
text sequence or pair of separated text sequences within the BERT framework, ensuring that the model can 
comprehend the interrelationships between texts accurately.   

IndoBERT is more effective in the tasks of stemming and tokenizing than other methods. This is due to its 
utilization of a transformer algorithm, which enables it to comprehend the context of Indonesian language to a 
greater extent. Additionally, IndoBERT has been specifically trained on a significant corpus of Indonesian texts, 
thus enabling it to possess a deeper understanding of Indonesian vocabulary, as well as sentence structure and 
variation. The results of the tokenization and stemming processes are presented in Table V. 

TABLE V 
SAMPLE TOKENIZING AND STEMMING RESULT 

Data Stemmed Tokenized 

sungguh menarik menghibur sungguh tarik hibur [‘[CLS]’, ‘sungguh’, ‘tarik’, ‘hibur’, ‘[SEP]’] 
bingung tulis bingung tulis [‘[CLS]’, ‘bingung’, ‘tulis’, ‘[SEP]’] 
serius kotak masuknya jadi aneh kotak masuk jadi aneh [‘[CLS]’, ‘kotak’, ‘masuk’, ‘jadi’, ‘aneh’, ‘[SEP]’] 

 
The data is then divided into two distinct categories: training data and test data [19]. The modeling process 

utilizes the training data for learning purposes. A small percentage of the test data is retained for validation 
purposes. This validation data is employed to identify any errors that may arise during the data training process. 
Meanwhile, the test data is utilized to evaluate the model that has been constructed [20]. 

E. BiLSTM Modeling 
One of the most prevalent modifications of the recurrent neural network algorithm is long short-term memory 

(LSTM). This LSTM method incorporates a feedback connection, which distinguishes it from standard neural 
networks [21]. The LSTM architecture comprises three gates, namely the forget gate (ft), input gate (it), and output 
gate (ot). 

The gate represents a decision-making point at which important information is determined based on previously 
obtained information (ht-1) and the value entered at that time (xt). The result of the decision is then processed at the 
input gate (it) stage. At this stage, the process of updating information in the previous state (ct-1) is carried out and 
then replaced by the latest information (ct). The output gate (ot) is used to output information that has been 
processed. This is achieved through the use of a sigmoid layer, which determines the cell state as a place to exit 
information [22]. Fig. 3 illustrates the architecture of the LSTM algorithm.  

 
Fig. 3. LSTM Architecture [22] 

The computational process of the LSTM, which is based on the three gates, is expressed in a mathematical 
formula. This formula represents the letters W, which correspond to the weight of the input value. U which 
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represents the output value. b which is a bias in a particular cell. The calculation formula shows in (1)-(6). 
 
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑔𝑔𝑓𝑓𝑓𝑓 (𝑓𝑓𝑡𝑡) = σ𝑔𝑔(𝑊𝑊𝑓𝑓 × 𝑥𝑥𝑡𝑡 × 𝑈𝑈𝑓𝑓 × ℎ𝑡𝑡−1 + 𝑏𝑏𝑓𝑓) (1) 

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑓𝑓 𝑓𝑓𝑔𝑔𝑓𝑓𝑓𝑓 (𝑖𝑖𝑡𝑡) = σ𝑔𝑔(𝑊𝑊𝑖𝑖 × 𝑥𝑥𝑡𝑡 × 𝑈𝑈𝑖𝑖 × ℎ𝑡𝑡−1 + 𝑏𝑏𝑖𝑖) (2) 

𝑓𝑓𝑖𝑖𝑓𝑓𝑖𝑖𝑖𝑖𝑓𝑓 𝑓𝑓𝑔𝑔𝑓𝑓𝑓𝑓 (𝑓𝑓𝑡𝑡) = σ𝑔𝑔(𝑊𝑊𝑜𝑜 × 𝑥𝑥𝑡𝑡 × 𝑈𝑈𝑜𝑜 × ℎ𝑡𝑡−1 + 𝑏𝑏𝑜𝑜) (3) 

𝑐𝑐𝑓𝑓𝑐𝑐𝑐𝑐 𝑚𝑚𝑓𝑓𝑚𝑚𝑓𝑓𝑓𝑓𝑚𝑚 (𝑐𝑐′𝑡𝑡) = σ𝑔𝑔(𝑊𝑊𝑐𝑐 × 𝑥𝑥𝑡𝑡 × 𝑈𝑈𝑐𝑐 × ℎ𝑡𝑡−1 + 𝑏𝑏𝑐𝑐) (4) 

𝑐𝑐𝑓𝑓𝑐𝑐𝑐𝑐 𝑠𝑠𝑓𝑓𝑔𝑔𝑓𝑓𝑓𝑓 (𝑐𝑐𝑡𝑡) = 𝑓𝑓𝑡𝑡 × 𝑐𝑐𝑡𝑡−1 + 𝑖𝑖𝑡𝑡 × 𝑐𝑐′𝑡𝑡) (5) 

ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑓𝑓𝑖𝑖 𝑠𝑠𝑓𝑓𝑔𝑔𝑓𝑓𝑓𝑓 (ℎ𝑡𝑡) = 𝑓𝑓𝑡𝑡 × σ𝑐𝑐(𝑐𝑐𝑡𝑡) (6) 

 
Bidirectional long short-term memory (BiLSTM) is an RNN algorithm that can be utilized to analyze sequential 

data. This algorithm is a development of the LSTM model, through the modification of the algorithm's capabilities, 
enabling it to perform forward and backward context understanding. Additionally, BiLSTM can understand the 
relationship between words that are situated at disparate locations within a complex sentence [7]. 

 
Fig. 4. BiLSTM Architecture 

Fig. 4 shows the architecture of BiLSTM, which comprises a forward LSTM and a backward LSTM. The forward 
LSTM computes the hidden vector fht based on the previous vector fht-1 and the input of word embedding xt. In 
contrast, the backward LSTM computes the hidden vector bht based on the previous vector bht-1 and the input of 
the word embedding xt. The subsequent stage involves the combination of the two vectors, thereby forming the 
BiLSTM method. The illustration in Fig. 4 serves as the foundation for the BiLSTM model. The notation {w1, w2, 
..., wn} represents the word in vector form, with n denoting the length of the sentence. Similarly, {fh1, fh2, ..., fhn} 
and {bh1, bh2, ..., bhn} represent the forward and backward hidden vectors, respectively. The relationship between 
fhn and bhn is denoted by hn. Thus, the final hidden vector is designated as ht and expressed in (7). 

 
ℎ𝑡𝑡 = [𝑓𝑓ℎ𝑡𝑡 ,𝑏𝑏ℎ𝑡𝑡] (7) 
 
The BiLSTM model was created in this study by applying the SoftMax parameter as an activation function. In 

the context of sentiment analysis using BiLSTM, the Softmax activation function is employed in the output layer 
to generate a probability distribution of sentiment classes based on the outputs produced by the model [23]. Using 
the Adam optimizer as the model parameters, including weights and biases, during the training process by adjusting 
them based on the gradients of the loss function [21]. A SpatialDropout1D value of 0.4 was also applied to the 
modeling. The utilization of SpatialDropout1D serves to mitigate the issue of overfitting by randomly disregarding 
a portion of the input features, such as word dimensions, at each training iteration. This prevents the model from 
becoming overly reliant on specific features, thereby enhancing its generalizability. 

F. Model Evaluation Method 
1) Classification Reports 

The outcomes of the constructed model are then assessed using the classification report method, which employs 
the values of the confusion matrix. This method calculates by considering the precision, recall, f1-score, and 
accuracy matrix of the model in making predictions and is formulated in (8)-(11). This confusion matrix comprises 
true positive (TP), true negative (TN), false positive (FP), and false negative (FN). 
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𝑖𝑖𝑓𝑓𝑓𝑓𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖𝑓𝑓𝑖𝑖 = 𝑇𝑇𝑇𝑇 (𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)⁄  (8) 

𝑓𝑓𝑓𝑓𝑐𝑐𝑔𝑔𝑐𝑐𝑐𝑐 = 𝑇𝑇𝑇𝑇 (𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹)⁄  (9) 

𝑓𝑓1 = (2 𝑥𝑥 𝑓𝑓𝑓𝑓𝑐𝑐𝑔𝑔𝑐𝑐𝑐𝑐 𝑥𝑥 𝑖𝑖𝑓𝑓𝑓𝑓𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖𝑓𝑓𝑖𝑖) (𝑓𝑓𝑓𝑓𝑐𝑐𝑔𝑔𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑓𝑓𝑓𝑓𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖𝑓𝑓𝑖𝑖)⁄  (10) 

𝑔𝑔𝑐𝑐𝑐𝑐𝑖𝑖𝑓𝑓𝑔𝑔𝑐𝑐𝑚𝑚 = (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝐹𝐹) (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝐹𝐹 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝐹𝐹)⁄  (11) 

Precision is an evaluation metric used to assess the model's ability to accurately predict positive classes, 
expressed as a proportion of the total number of positive predictions. Sensitivity (recall) is a metric used to evaluate 
the model's performance in identifying positive classes correctly. F1-Score is an evaluation metric that describes 
the balance between precision and recall. Accuracy is a calculation used to assess the model's ability to make 
accurate predictions [24]. 
2) Cross Validation 

Another method employed to assess the model developed in this study is k-fold cross-validation. This statistical 
technique partitions data into subsets for training and validation purposes [25]. The objective of this method is to 
generalize the data effectively and avoid overfitting, thereby facilitating the identification of the optimal model in 
each scenario within this study. 

The fundamental principle of cross-validation is the partitioning of the data set D into several subsets or k-folds. 
The subset data i is designated by Di, representing the totality of all data D. In this study, the k value employed is 
10 folds, with each fold subjected to 10 epochs. The mean accuracy value and f1-score are calculated from the 
individual accuracy values of each fold to assess the performance of the model in each evaluation scenario. The 
mathematical formula for data division and the calculation of the mean value of each fold are shown in (12) and 
(13), respectively. 

 
𝐷𝐷 = {𝐷𝐷1,𝐷𝐷2, … ,𝐷𝐷𝑘𝑘} (12) 

𝑀𝑀𝑓𝑓𝑔𝑔𝑖𝑖 𝐸𝐸𝐸𝐸𝑔𝑔𝑐𝑐𝑖𝑖𝑔𝑔𝑓𝑓𝑖𝑖𝑓𝑓𝑖𝑖 𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖𝑐𝑐 =
1
𝑘𝑘

 �𝐸𝐸𝐸𝐸𝑔𝑔𝑐𝑐𝑖𝑖𝑔𝑔𝑓𝑓𝑖𝑖𝑓𝑓𝑖𝑖 𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖𝑐𝑐𝑖𝑖

𝑘𝑘

𝑖𝑖=1

 (13) 

III. RESULT AND DISCUSSION 

A. Model Evaluation 
In this test, three scenarios were created as outlined in Table VI. These scenarios are employed to ascertain the 

optimal method based on the highest accuracy. In each scenario, several tests were conducted under specified 
conditions to obtain the optimal dataset, which was then utilized for model training. 

 
 

TABLE VI 
MODEL SCENARIO 

Scenario Model 

1 LSTM 
2 Bidirectional + LSTM 

3 Bidirectional + LSTM + IndoBERT 

 
Table VI in the first scenario will utilize the LSTM method to determine the accuracy and initial ratio. In scenario 

two, the LSTM method is integrated with the bidirectional method, with the aim of enabling the model to process 
data in both directions. In the third scenario, IndoBERT is employed to enhance the data quality and accuracy of 
the preceding two scenarios. 

TABLE VII 
IMPLEMENTATION OF INDONESIAN TEXT PREPROCESSING METHODS 

Dataset Preprocessing Method 

1 Sastrawi + Keras Toenizer (Traditional) 
2 IndoBERT 

 

https://jurnal.stkippgritulungagung.ac.id/index.php/jipi
http://issn.pdii.lipi.go.id/issn.cgi?daftar&1457736067&1&&2016


JIPI (Jurnal Ilmiah Penelitian dan Pembelajaran Informatika) 
Journal homepage: https://jurnal.stkippgritulungagung.ac.id/index.php/jipi  

ISSN: 2540-8984  
Vol. 10, No. 1, Maret 2025, Pp. 96-106 

 
 

 

103 
Implementation of BiLSTM and IndoBERT for Sentiment Analysis of TikTok Reviews 

In accordance with the scenarios that have been prepared, this research employs the same dataset, albeit with a 
slightly different preprocessing stage, as detailed in Table VII. The first dataset is a dataset that has not been 
processed using a pre-trained model. The dataset employs Sastrawi as a stemming tool and the Keras as a tokenizer. 
The second dataset has been processed using IndoBERT and will be utilized in the third scenario of this study. 
1) Scenario 1 

In scenario 1, the objective is to determine the optimal dataset ratio for modeling this research. Additionally, the 
efficacy of the standard LSTM method in modeling with these datasets across a range of predetermined ratios will 
be evaluated. The dataset is divided into three ratios, comprising training data and test data, with a ratio of 70:30, 
80:20, and 90:10. The determination of the optimal dataset ratio is based on the scenario design, utilizing the 
standard LSTM method with test results presented in Table VIII. 

 
TABLE VIII 

CLASSIFICATION REPORT TEST RESULTS BASED ON DATASET RATIO 

Model Ratio Metrics 
Precision (%) Recall (%) F1-Score (%) Accuracy (%) 

1 70:30 75.35 75.13 75.23 75.13 
2 80:20 75.45 75.35 75.36 75.35 
3 90:10 74.38 74.02 74.17 74.02 

 
The cross-validation method is employed to validate the model by utilizing training data as test data. The 

objective is to obtain precise results in determining the optimal ratio. The outcomes of the cross-validation 
implementation for the first scenario are presented in Table IX. 

 
TABLE IX 

CROSS VALIDATION TEST RESULTS 

Model Fold (%) Avg 
Accuracy (%) 

Avg 
F1-Score (%) 1 2 3 4 5 6 7 8 9 10 

1 76.63 84.08 88.71 90.57 91.53 91.81 93.51 93.56 93.28 93.06 89.67 89.69 
2 79.5 84.14 87.75 89.82 91.75 91.6 92.39 93.23 93.48 93.63 89.73 89.78 
3 80.5 83.31 86.82 88.76 89.46 91.35 91.39 92.05 92.89 93.5 89 89.05 

 
The test results, which were generated using the optimal parameters for the standard LSTM method, indicate that 

the dataset ratio of 80:20, where 80% is train data and 20% is test data, yields the most favorable metric values 
compared to other ratios. This is evident in Table VIII. The results of k-fold cross-validation testing also indicate 
that model 2, with a total of 10 folds, achieved an average accuracy value of 89.73% and an f1-score of 89.78%. 
These results are reflected in the test tables, where the 80:20 ratio was used to test comparisons in the second 
scenario. 
2) Scenario 2 

In the second scenario, the research employs a bidirectional layer to enhance the standard LSTM method. The 
incorporation of the layer facilitates the model's capacity to learn the training data in two directions, thereby 
enhancing its ability to extract information from the dataset. The bidirectional long short-term memory model 
constructed in this sentiment analysis research employs the SoftMax activation function in the output layer. This 
function enables the model to provide an appropriate class probability based on each input, given that the research 
encompasses datasets with positive, neutral, and negative sentiment classes. 

Related research has demonstrated the efficacy of the SoftMax function in the BERT-BiGRU model for 
sentiment analysis of e-commerce product reviews, achieving notable success in classifying negative and positive 
sentiments [23]. This research serves as a valuable reference for the utilization of the SoftMax activation function, 
with the incorporation of a dropout value to mitigate the risk of overfitting in the model. The results of the BiLSTM 
model training are presented in Table X. These results demonstrate an increase of 0.19% in the precision value and 
an increase of 0.06% in the f1-score value when compared to the standard LSTM method. 

 
TABLE X 

CLASSIFICATION REPORT RESULTS IN THE SECOND SCENARIO 

Method Metrics 
Precision (%) Recall (%) F1-Score (%) Accuracy (%) 

LSTM 75.45 75.35 75.36 75.35 
Bidirectional + LSTM 75.64 

(+0.19%) 
75.35 75.42 

(+0.06%) 
75.35 
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The k-fold cross-validation method was also employed in the second scenario with the objective of conducting a 
more rigorous validation process. This was because the discrepancy in test outcomes with regard to classification 
report metrics was not particularly pronounced between the two models that had been developed. Table XI 
illustrates the outcomes of cross-validation testing, indicating that the average accuracy and f1-score of the 
BiLSTM model are superior to those of the LSTM method. This improvement occurs because bidirectional layers 
help the model understand more complex contexts through bidirectionality. 

 
TABLE XI 

CROSS VALIDATION TEST RESULTS IN THE SECOND SCENARIO 

Method Fold (%) Avg 
Accuracy (%) 

Avg 
F1-Score (%) 1 2 3 4 5 6 7 8 9 10 

LSTM 79.5 84.14 87.75 89.82 91.75 91.6 92.39 93.23 93.48 93.63 89.73 89.78 
Bidirectional + LSTM 78.66 84.63 90.32 92.49 93.63 93.77 95.01 95.21 94.96 95.21 91.39 91.46 

 
3) Scenario 3 

The final scenario in this research is to implement the dataset that has been processed using IndoBERT. This 
research applies IndoBERT to the construction of LSTM and BiLSTM models to ascertain the impact of one of the 
pre-trained models. Table XII demonstrates that the method integrated with IndoBERT has increased in each metric 
value. The greatest increase was observed in the integration between BiLSTM and IndoBERT, with an accuracy of 
81.03%. 

TABLE XII 
CLASSIFICATION REPORT RESULTS IN THE THIRD SCENARIO 

Method Metrics 
Precision (%) Recall (%) F1-Score (%) Accuracy (%) 

LSTM 75.45 75.35 75.36 75.35 
LSTM + IndoBERT 79.09 79.25 78.83 79.25 

Bidirectional + LSTM 75.64 75.35 75.42 75.35 
Bidirectional + LSTM + IndoBERT 81 81.03 80.88 81.03 

 
The validation of the models that have been constructed is also evaluated using the cross-validation method to 

ascertain the performance of these models. As illustrated in Table XIII, the BiLSTM method integrated with 
IndoBERT not only excels at evaluating metrics using the classification report, but also exhibits an average 
accuracy of 92.03% and an average f1-score of 92.01% in cross-validation testing. 

 
TABLE XIII 

CROSS VALIDATION TEST RESULTS IN THE THIRD SCENARIO 

Method 
Fold (%) Avg 

Accuracy 
(%) 

Avg 
F1-Score 

(%) 1 2 3 4 5 6 7 8 9 10 

LSTM 79.5 84.14 87.75 89.82 91.75 91.6 92.39 93.23 93.48 93.63 89.73 89.78 
LSTM + IndoBERT 79.25 85.87 87.84 88.98 91.25 92.49 93.43 94.07 95.4 95.3 90.39 90.37 

Bidirectional + LSTM 78.66 84.63 90.32 92.49 93.63 93.77 95.01 95.21 94.96 95.21 91.39 91.46 
Bidirectional + LSTM + IndoBERT 77.82 86.96 90.21 92.14 93.18 94.56 95.55 95.95 96.84 97.13 92.03 92.01 

 
The integration of BiLSTM and IndoBERT in sentiment analysis of TikTok reviews provides significant 

advantages compared to using a single LSTM. BiLSTM, with bidirectional processing capabilities, can better 
capture text context by considering the order of words from the past and future. On the other hand, IndoBERT has 
been trained on Indonesian texts, provides a richer representation of words by understanding the meaning and 
structure of the language. By combining the strengths of both, models can produce more accurate sentiment 
predictions and generally show improvements in evaluation metrics such as accuracy and f1-score. This proves that 
this integrated approach is more effective in capturing the complexity of sentiment in TikTok reviews compared to 
using a single LSTM. 

The results of the scenarios applied in this research, along with suggestions from previous research aimed at 
improving model performance, indicate that a BiLSTM combined with IndoBERT is a more effective approach 
than a single LSTM method, which achieves an accuracy of 78% and IndoBERT, which achieves 80% prediction 
accuracy without integration with other methods [4]. This is evidenced by the findings of this research, which 
demonstrate that the accuracy of the devaluation using the classification report reaches a predicted accuracy value 
of 81.03%, while the evaluation using k-fold cross validation reaches 92.03%. 
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B. Result Analysis 
This research employs two of the most effective models derived from a series of simulations to assess the 

precision of the predictions. Additionally, it utilizes the confusion matrix in Fig. 5 to illustrate the accuracy of the 
model in anticipating user sentiment towards the TikTok application. The results demonstrate that the model has a 
low error rate in predicting user sentiments. Furthermore, the analysis reveals that users in Indonesia tend to express 
more positive sentiments regarding the TikTok application. Negative sentiments are observed to occur at a 
frequency of no more than 50%. However, further analysis is required to gain insight into the specific reasons 
behind user dissatisfaction with one of these social networking applications. 

 
(a) 

 
(b) 

Fig. 5. Confusion Matrix Model Evaluation Results (a) LSTM+IndoBERT and (b) BiLSTM+IndoBERT 

A review of the results of the sentiment analysis conducted on the TikTok review using the two most effective 
models reveals that model 5(a) correctly identified 99 instances of negative sentiment, incorrectly identified 23 
instances that should have been neutral, and incorrectly identified 20 instances of positive sentiment. The model 
was then tested on neutral sentiment, correctly predicting 59 data points, incorrectly predicting 12 data points as 
negative, and incorrectly predicting 10 data points as positive. This model is effective in that it correctly predicts 
positive sentiment on 243 data points, incorrectly predicts negative sentiment on 15 data points, and incorrectly 
predicts neutral sentiment on 25 data points. Model 5(b) demonstrated an ability to correctly predict negative 
sentiment on 102 data points, while incorrectly predicting neutral sentiment on 21 data points and positive 
sentiment on 17 data points. The prediction results for negative sentiment towards true labels were 67 data points, 
with 10 data points incorrectly predicted as neutral and 15 data points incorrectly predicted as positive. In the results 
of positive sentiment predictions, the model shows 241 positive data results from correct predictions, 19 data should 
be neutral, and 14 data should be negative. When comparing the prediction results of the two models, it can be seen 
that TikTok users still have a positive sentiment towards this application. 

IV. CONCLUSION 
This research discusses the creation of a machine learning model that can be used to perform classification in the 

form of sentiment analysis of TikTok application users in Indonesia. The classification is based on positive, neutral, 
and negative sentiments. The dataset used for training the model consisted of 25,291 entries. The model was 
developed using a combination of the bidirectional long short-term memory method and the IndoBERT method. 
To validate the research, three scenarios were compared. In each scenario, the addition of appropriate methods is 
carried out with the aim of determining the performance of the model with the optimal level of prediction accuracy. 
The base in this research employs the Long Short-Term Memory (LSTM) method because it has the advantage of 
being able to remember sequential information over an extended period and can replace information that is no 
longer relevant with new information. The LSTM method is combined with a bidirectional layer to produce more 
accurate information when training data. The role of IndoBERT in this research is to serve as a tool for pre-
processing datasets. This method is one of the pre-trained models that has been trained with Indonesian language 
benchmarking datasets. Based on the test results, the integration of other methods to the LSTM base in modeling 
sentiment analysis is quite appropriate. The BiLSTM+IndoBERT model exhibited a notable enhancement in 
performance, with an accuracy value of 81% on the classification report and an average accuracy of 92.03% on the 
cross-validation test results. 

The author's suggestion for further research is that preprocessing needs to pay more attention to the contents of 
the dataset, because some reviews contain double meanings. For this reason, further handling needs to be done to 
improve the quality of the data to be trained. The author also hopes that future research will implement optimization 
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and addition of datasets from other sources. With the aim that the model can be more accurate in performing 
prediction tasks on sentiment analysis of various kinds of user reviews of the TikTok application. 
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