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This research is highly significant because Tuberculosis remains a signif-

icant global health issue, and early detection can aid in its more effective 

management. By employing four different classification algorithms, this 

study provides a deep understanding of how each algorithm can contrib-

ute to Tuberculosis detection. The evaluation of four classification algo-

rithms, namely Logistic Regression (LR), K-Nearest Neighbor (K-NN), 

Random Forest (RF), and Naive Bayes (NB), in detecting Tuberculosis 

(TB) was conducted using a dataset comprising various clinical and bio-

logical features related to Tuberculosis. The research findings indicate 

that the Random Forest and K-NN algorithms achieved the highest accu-

racy of 99.8%, followed by Logistic Regression with 99% accuracy and 

Naive Bayes. Considering these research findings, the next steps may in-

volve the development of more efficient detection methods based on the 

combination or enhancement of the evaluated algorithms. Additionally, 

this research can also serve as a foundation for guiding efforts in early 

treatment planning for individuals infected with Tuberculosis. 

 

I. INTRODUCTION 

 UBERCULOSIS is one of the serious global health problems. This disease is caused by the bacterium 

Mycobacterium tuberculosis, which attacks the respiratory system, especially the lungs, and is highly con-

tagious through the air when an infected individual coughs, sneezes, or speaks. Data from the World Health 

Organization (WHO) in 2020 showed that around 10 million deaths related to tuberculosis occur every year 

worldwide, making it the world's number one cause of death with approximately 1.5 million people dying from TB 

annually. 

 Although this issue is global, tuberculosis is more common in developing countries, especially in low- 

and middle-income countries [1,2]. Risk factors include poor socio-economic conditions, limited access to 

healthcare, and low awareness and education about tuberculosis [3]. This disease can cause symptoms such as 

productive cough, fever, weight loss, fatigue, and chest pain, and if left untreated, it can worsen and spread to other 

organs such as the kidneys, bones, or brain [4]. The WHO and its member states have taken various prevention and 

treatment measures to address tuberculosis, including efforts to raise awareness, expand access to treatment ser-

vices, and develop new drugs. However, complex challenges such as drug resistance, especially in cases of multi-

drug-resistant tuberculosis (MDR-TB), add difficulty to the treatment and control of this disease. Therefore, global 

collaboration between countries and organizations involved in tuberculosis management is crucial to effectively 

control and eliminate this disease worldwide [5-8]. 

 This research focuses on pulmonary tuberculosis, as lung disorders are a serious issue that can be fatal 

if not addressed seriously, causing difficulties in breathing, functioning, and oxygen deficiency that can be life-

threatening. 

    Therefore, the utilization of machine learning methods is crucial for predicting, assessing, and anticipating 

tuberculosis by considering dietary patterns, physical activity, and other relevant attributes. The aim is to provide 

support for healthcare professionals and public health workers, especially those in low-income areas. Various stud-

ies, including research conducted by Muhammad Fadhlullah et al. [9], contribute to this effort. Researchers have 

used machine learning techniques to estimate Tuberculosis. They utilized data to categorize characteristics and 

calculate the likelihood of someone experiencing Tuberculosis. Based on the level of physical activity, individuals 

were at risk. According to their findings, the random classifier yielded the best results, achieving an overall accu-

racy of 94.11%. The additional research conducted on this subject can be outlined as follows: Chengqian Huang et 

al. [10], who conducted their study in 2024, used Support Vector Machine (SVM) and RF models. Venkatesan 

T 
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Rajinikanth et al. [11], who published their research in 2023, achieved an accuracy rate of 99% using the RestNet18 

model. Jamilu Yahaya Maipan-uku et al. [12], also publishing in 2023, utilized the Decision Tree (DT) model and 

achieved an accuracy rate of 96.43%. And Fuad Anwar et al. [13], who published their research in 2023, employed 

the K-Nearest Neighbor (K-NN) model and achieved an accuracy rate of 90%.   
 Conventional methods for diagnosing tuberculosis, such as microscopic sputum examination, often re-

quire a considerable amount of time and are frequently insensitive or nonspecific, especially in cases of mild in-

fection or in populations with weakened immune systems. Conventional methods may not accurately predict an 

individual's risk of developing tuberculosis, particularly in the context of personalized treatment and prevention. 

Conventional case management systems may be inefficient in continuously monitoring and managing tuberculosis 

patients, especially in areas with limited resources [14-15]. 

            The new approach such as machine learning has become highly significant because machine learning can 

leverage large and diverse patient data to develop more accurate predictive models in identifying risks and diag-

nosing tuberculosis, even at early stages or in complex cases. By analyzing patient data individually, machine 

learning enables better personalization of care, including more efficient case management and adjustment of treat-

ment plans for each patient based on their risk factors and clinical characteristics. Machine learning enables the 

integration of data from various sources, including clinical, genetic, environmental, and behavioral data, which can 

provide a holistic insight into the epidemiology, pathogenesis, and management of tuberculosis. With algorithms 

that continuously learn and evolve, machine learning can improve efficiency in tuberculosis case management, 

reduce diagnosis time, facilitate more timely treatment, and ultimately, enhance patient outcomes. Therefore, new 

approaches like machine learning have the potential to address some limitations of conventional methods in tuber-

culosis detection and management, as well as pave the way for more effective and efficient care [16]. 

           Studies on machine learning in tuberculosis detection have yielded important findings and conclusions 

that significantly contribute to existing knowledge. These studies indicate that machine learning has the potential 

to provide tuberculosis diagnosis with high accuracy. Machine learning enables the identification of risk factors 

contributing to tuberculosis development. Through data analysis, machine learning models can identify patterns 

related to the likelihood of someone contracting tuberculosis, including factors such as exposure history, socio-

economic environment, and clinical characteristics. By leveraging information collected from various sources, ma-

chine learning enables the personalization of tuberculosis treatment. This may involve adjusting treatment plans 

based on individual patient profiles, including factors identified by machine learning models. Machine learning can 

also enhance early tuberculosis detection, allowing for earlier intervention and more effective treatment. By ana-

lyzing continuous data, machine learning models can identify patterns indicative of tuberculosis infection even 

before clear clinical symptoms emerge. Through extensive data analysis, machine learning studies in tuberculosis 

detection can also provide additional insights into the epidemiology and pathogenesis of this disease. This can aid 

in a deeper understanding of factors influencing tuberculosis spread and development at the population level. Thus, 

this research not only provides new tools in tuberculosis detection and management but also expands our under-

standing of this disease through the application of innovative machine-learning techniques. 

 These previous studies highlight the increasing relevance of machine learning in enhancing prenatal care. 

The use of advanced machine learning algorithms has the potential to significantly reduce prenatal mortality and 

morbidity rates. By employing this methodology, healthcare providers can enhance the accuracy of human health 

monitoring, leading to earlier interventions and better Tuberculosis screening outcomes. 

II. RESEARCH METHOD 

 The procedures used to obtain the findings of the predictive analysis of Tuberculosis Disease Classifica-

tion are displayed in Figure 1. 

 

              

                        

 

 

 

 

 

Figure 1 Research Methodology 
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A comprehensive analysis in this study was conducted using Python version 3.9.12. In order to support the 

analysis, several essential modules have been integrated, including NumPy, Matplotlib, and Scikit-Learn. Python 

3.9.12 leverages NumPy, a library that provides extensive support for multidimensional arrays and matrices. 

NumPy not only offers efficient representation for numerical data but also provides various high-level mathemati-

cal operations that can be applied to these arrays. This advantage is pivotal in data analysis involving array manip-

ulation and complex mathematical operations. In the context of numerical analysis, Matplotlib acts as an extension 

of NumPy, dedicated specifically to data visualization and graphing. As a plotting library for the Python program-

ming language, Matplotlib enables a clear and informative visual representation of analysis results, facilitating data 

understanding and interpretation. To support the machine learning aspect in this research, Python 3.9.12 utilizes 

Scikit-Learn (previously known as scikits learn or Sklearn). Scikit-Learn is a freely available machine-learning 

library designed specifically for use with Python. This module provides the algorithms and utility functions neces-

sary for model training, performance evaluation, and implementation of various machine learning techniques. 

Through the combination of Python 3.9.12 and these modules, comprehensive analysis can be efficiently and ef-

fectively performed. The use of NumPy for numerical data manipulation, Matplotlib for visualization, and Scikit-

Learn for machine learning implementation ensures a robust and in-depth approach to data processing and inter-

pretation. 

 

A. Dataset 

The dataset was obtained through Kaggle ML, a Machine Learning Repository. This dataset was utilized 

for research related to TB issues. The dataset is in CSV format (https://www.kaggle.com). The following are the 

steps that can be reported in the research: data collection, data collected through Kaggle ML, a Machine Learning 

Repository. The research focuses on TB issues. Handling class imbalance using oversampling techniques, particu-

larly SMOTE, to address class imbalance in the dataset. Attributes in the TB dataset may include various features 

or variables measured or observed for each sample in the dataset. These attributes can provide information about 

patient or subject characteristics, TB symptoms, or other relevant factors Table 1.  

 
TABLE 1 

ATTRIBUTES AND DATA DESCRIPTIONS OF TUBERCULOSIS 

NAMA Attribute Information 

Code This attribute may be a unique code or unique identifier assigned to each 
entity or case in the data. This code can be used to uniquely identify and 

differentiate each entity. 

Entity These attributes may refer to entities or objects that are measured or ob-
served in the dataset. In this context, the entity may refer to a specific coun-

try or region in which the incidence of Tuberculosis is estimated. 

Estimated incidence of all forms of tuberculosis This attribute may be an estimate of the incidence of all forms of Tubercu-
losis (TB) in a certain time period. This may be a number or numerical 

value indicating the number of Tuberculosis cases that occurred in a partic-

ular year. 

Year This attribute may refer to the year or time period in which the estimated 

incidence of Tuberculosis was reported or measured. This is used to estab-

lish a time context for any data provided. 

 
B. Preprocessing 

Data Preparation Stage. Handling missing data includes checking for missing data, using mean values to 

fill in missing data. Managing duplicate data involves preprocessing steps that include checking and removing 

duplicate data in the tuberculosis dataset. Converting categorical data to numeric involves transforming categorical 

data into numeric format to ensure the entire dataset can be processed by models using Python. Data standardization 

is performed to avoid domination by certain attributes, with the standardization method using Min-Max Normali-

zation. The data is processed and prepared for use in the machine learning modeling process, as shown in Table 2 

and Figure 2. 
 

Table 2 

Example Data after processing 

Row No.  Outlier Code Entity Estimated incidence Year 

1 0 COL Colombia 33 2018 

2 0 COL Colombia 35 2019 

3 0 COL Colombia 35 2020 

4 0 COL Colombia 41 2021 

5 0 COL Colombia 47 2022 

6 0 COM Comoros 39 2000 

7 0 COM Comoros 38 2001 

 

https://jurnal.stkippgritulungagung.ac.id/index.php/jipi
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Figure 2 Data Visualization 

    

C. Test Data 

 After completing the final preprocessing stage, the data is saved in CSV (Comma-Separated Values) 

format and used as input data for the classification stage. The data will then be split before entering the classification 

stage with four models: RF, LR, NB, and kNN. The data will be divided into training data and testing data using 

the sklearn (sci-kit-learn) module [17]. Using Python 3.9.12. Therefore, we divide the data into 80% training data 

and 20% testing data. This separation proportion is chosen randomly because it is one of the simple techniques and 

suitable for large datasets. The number of datasets used in this study is 1500 samples, so using the proportion 

division in the data separation process will result in validation data. 

 
D. Machine learning classification methods 

 
We used several common machine learning approaches, as explained in the sub-section below. 

 
1. An outcome's probability is expressed as a logistic regression (LR).  

A conventional supervised machine learning classifier is utilized to forecast the probability of an event 

(specifically, classifying an individual as normal, overweight, or obese) by analyzing a provided dataset of inde-

pendent parameters. 

[18]. 

 

𝑙𝑜𝑔 =
𝑝

1+𝑝
= 𝑎 + 𝛽1 + 𝑥2 … . . +𝛽𝑖 + 𝑥𝑖                   (1) 

𝑝 = probability of an outcome.  

a = intercept.  

β1 = related coefficient.  

       I = is the predictor variable's value. 

 
2. k-Nearest Neighbors (k-NN) 

The k-NN algorithm is a prevalent non-parametric supervised learning method. It establishes a boundary to clas-

sify data by considering its nearest neighbors. This technique assigns newly presented data items to the category 

with the highest occurrence among their k-nearest neighbors. The prediction is based on the closest k-NN, which 

are specified by the hyper parameter k. Less complicated models result from smother separation curves induced by 

higher k values [19]. 

𝑑(𝑥, 𝑦) = √∑𝑘
𝑖=1 (𝑥𝑖 − 𝑦

𝑖
)2                        (2) 

P(H|X), X = proof X, and H = hypothesis = likelihood  the proof X supports hypothesis H.  

P(H|X) is H likelihood in the past under the assumption that X. 

P(H|X) the possibility that given hypothesis H, X will occur, or the probability X under the assumption that.  

P(H) is the proof X prior probability. 
 

3. Random Forest (RF) 

Ensembles of numerous individual decision trees, or “random forests,” are formed by using random data choices, 

often known as "bagging," in the RF machine learning technique. In addition to bagging, RF constructs trees by 
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using random feature selection and random subsets of data. The most popular category is forecasted by the model, 

and each tree in the RF forecasts a category [20]. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ −𝑃1 𝑙𝑜𝑔2 ( ) 𝑛                         (3) 

 𝑖=1 = Number of partitions 

 S = Set of cases n, fraction of S to S = Pi 

 
4. Naive Bayes (NB) 

NB, a widely recognized classification technique, is built upon the principles of the Bayes theorem and relies on 

the "naive" assumption of feature independence. Due to its simplicity and effectiveness, NB finds common appli-

cations in areas such as text classification, spam filtering, and medical diagnosis [21]. 

𝑝(𝑋) =  
𝑝(ℎ).𝑝(ℎ)

𝑝(𝑋)
                                   (4) 

H = hypothesis, X = proof X, and P(H|X) = chance that the proof X validates the hypothesis H.  

P(H|X) represents the posterior probability of H assuming X. 

The probability that, given hypothesis H, X will occur is denoted by P(H|X), or the probability X under the as-

sumption that.  

P(H) is the proof X prior probability. 

 

III. RESULTS AND DISCUSSION 

 The aim of this project is to apply machine learning to create a model for the diagnosis and management of 

Tuberculosis. Data processing, model building with four machine learning algorithms, and performance assessment 

with measures including accuracy, precision, recall, and F-1 score are his research techniques. Based on these 

findings, kNN and Random Forest (RF) showed superiority in diagnosing tuberculosis, with the highest accuracy 

of 99.8%. To create an ideal model, an automatic algorithm selection procedure is also applied. With an effective 

method for detecting tuberculosis, this research has important practical implications and could have a significant 

impact on public health practice, especially in low-income areas with deprived lifestyles. The results show progress 

and superiority of the suggested paradigm when compared with previous research. Although additional verification 

is needed, this study offers a strong foundation for future advances in the identification and management of tuber-

culosis.  

In applying data to the four machine learning models (Logistic Regression, kNN Classifier, Random Forest, and 

Naive Bayes) to detect Tuberculosis (TB), we can outline the process. Logistic Regression (LR) utilizes a dataset 

encompassing various clinical and biological features related to Tuberculosis. It implements the Logistic Regres-

sion model to predict the likelihood of someone contracting Tuberculosis based on these features. The training 

process of the Logistic Regression model employs appropriate optimization methods. After the model is trained, 

evaluation is conducted using metrics such as accuracy, precision, recall, and F1-score. 

KNN Classifier selects the same dataset used in evaluating the Logistic Regression model. It applies the k-nearest 

Neighbors (kNN) algorithm for Tuberculosis classification. It calculates the distance between new data points and 

the training data points. It selects the k nearest points to determine the class label of the new data point. The kNN 

model is evaluated using the same metrics as Logistic Regression. 

Random Forest (RF) uses the same dataset for training and evaluation. It applies the Random Forest model, 

which is an ensemble of decision trees, to classify Tuberculosis data. The training process involves creating multi-

ple decision trees randomly sampled from bootstrap samples. After the model is built, evaluation is conducted using 

relevant evaluation metrics. 

Naive Bayes (NB) performs data preprocessing, including separating data into features and labels. It applies the 

Naive Bayes model for Tuberculosis classification. The training process involves estimating class probabilities and 

conditional probabilities of features given the class. The model evaluation uses the same metrics as the other mod-

els. After these models are trained and evaluated, their results can be compared to determine the relative perfor-

mance of each algorithm in detecting Tuberculosis. According to the mentioned research results, Random Forest 

and kNN achieve the highest accuracy, followed by Logistic Regression and Naive Bayes. Further steps may in-

volve developing more efficient detection methods based on combinations or enhancements of the evaluated algo-

rithms. A comparison of the performance of research machine learning techniques is shown in Table 3. 
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TABLE 3. 

THE VALUE OF THE FOUR METHODS USED. 

Algorithm Accuracy Precision Recall F1 Score 

k-Nearest Neighbors 0.998 0.991 0.987 0.989 

Naive Bayes 0.988 0.88 0.858 0.868 

Logistic Regression 0.99 0.88 0.853 0.865 

Random Forest 0.998 0.913 0.884 0.897 

 

The ROC Curve (Receiver Operating Characteristic Curve) is a graph that illustrates the performance of a 

classification model at various threshold values. The ROC Curve measures the relationship between True Positive 

Rate (TPR) and False Positive Rate (FPR) at different thresholds. 

True Positive Rate (TPR): Also known as Sensitivity or Recall, TPR measures how well the model can 

identify positive cases. The formula is TPR = TP / (TP + FN), where TP is True Positive and FN is False Negative. 

False Positive Rate (FPR): FPR measures how often the model incorrectly classifies negative cases as positive. The 

formula is FPR = FP / (FP + TN), where FP is False Positive and TN is True Negative. 

In the context of explanation, an AUC of 0.93 indicates that the model has good discrimination between 

positive cases (Tuberculosis patients) and negative cases (non-Tuberculosis). With an AUC value of 0.93, you have 

a strong indication that your classification model is very good at distinguishing between individuals with Tubercu-

losis and those without. Therefore, an ROC Curve with such a high AUC value depicts good model performance 

in the context of Tuberculosis detection, as shown in Figure 3. 

  

 

Gambar 3 ROC Curve 

A. Evaluation Metrics 
Classification or prediction is one of the most controversial subjects receiving significant attention in the 

scientific community globally. Evaluating the performance of classification algorithms becomes crucial to ensure 

whether a model performs well or not. In this study, we used performance evaluation matrices such as accuracy, 

precision, recall, and F-1 score. 

Our research results indicate that the kNN classifier and Random Forest (RF) outperform other classifiers, 

achieving an impressive accuracy rate of 99.8%. Additionally, Logistic Regression (LR) also demonstrates out-

standing performance, achieving an accuracy of 99%. 

It is important to note that the use of the proposed statistical feature integration model employing four 

classification algorithms on the dataset yielded very satisfactory results. We compared our findings with recent 

research, as shown in Table 1, and found that our accuracy significantly surpasses previous research findings, which 

reported accuracy ranges between 90% to 99%. 

Previous research by Muhammad Fadhlullah et al. [9] achieved the highest accuracy of 94.33% using the 

GXB classifier, which is 5.47% lower than our proposed model. In the context of the ResNet18-based sound clas-

sifier, research by Venkatesan Rajinikanth et al. [11] attained the highest performance of 99%, but this result is 

0.8% lower compared to our model. Jamilu Yahaya Maipan-uku et al. [12] utilized the Decision Tree (DT) classifier 

https://jurnal.stkippgritulungagung.ac.id/index.php/jipi
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and achieved a maximum accuracy of 96.43%, indicating a difference of 3.37% lower than our proposed model. 

Fuad Anwar et al. [13], using the kNN classifier, obtained an accuracy of 90%, with a smaller difference of 9.8% 

compared to our results. As a comparative overview, the highest and lowest accuracy rates of our developed model 

are 9.8% and 0.8% respectively, showing significant improvement compared to recent research findings. 

Our research achieved higher accuracy achievements, showcasing the superior performance of our model 

compared to previous studies. This improvement not only impacts the knowledge in Tuberculosis prediction but 

also highlights the effectiveness of our methodology in achieving higher accuracy levels. 

The findings of our research have significant implications in enhancing the understanding of this disease, 

providing crucial contributions to better clinical decision-making, and potentially improving patient outcomes. The 

integration of machine learning in our research opens doors to a deeper understanding of the complexity of Tuber-

culosis, which can aid in guiding more precise treatment strategies and interventions. Thus, our research not only 

focuses on scientific advancements but also offers added value in a clinical context to drive significant improve-

ments in Tuberculosis-related healthcare practices. 

It can be concluded that this research makes a significant contribution to Tuberculosis management efforts 

through the application of machine learning techniques. Evaluation of four different classification algorithms indi-

cates that Random Forest and kNN have the highest accuracy in detecting Tuberculosis, reaching 99.8%. These 

findings provide a strong foundation for the development of more efficient and effective detection methods in the 

future. Additionally, this research has significant practical implications in public health practices, especially in 

areas with limited access to healthcare resources. With the advancing technology of machine learning, there is 

potential to integrate these models into existing healthcare systems to support early detection and management of 

Tuberculosis. However, this research also highlights the need for further verification and development in the prac-

tical application of these models. Further efforts to test these models in broader and diverse clinical contexts can 

provide deeper insights into their utility and effectiveness in everyday healthcare practice. Thus, this research not 

only underscores the relevance of machine learning technology in the healthcare field but also highlights the po-

tential to enhance Tuberculosis management globally through innovative and evidence-based approaches. 

 

IV. CONCLUSION 

It can be concluded that this research makes a significant contribution to Tuberculosis management efforts 

through the application of machine learning techniques. Evaluation of four different classification algorithms indi-

cates that Random Forest and kNN have the highest accuracy in detecting Tuberculosis, reaching 99.8%. These 

findings provide a strong foundation for the development of more efficient and effective detection methods in the 

future. Additionally, this research has significant practical implications in public health practices, especially in 

areas with limited access to healthcare resources. With the advancing technology of machine learning, there is 

potential to integrate these models into existing healthcare systems to support early detection and management of 

Tuberculosis. However, this research also highlights the need for further verification and development in the prac-

tical application of these models. Further efforts to test these models in broader and diverse clinical contexts can 

provide deeper insights into their utility and effectiveness in everyday healthcare practice. Thus, this research not 

only underscores the relevance of machine learning technology in the healthcare field but also highlights the po-

tential to enhance Tuberculosis management globally through innovative and evidence-based approaches. 
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