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Social media is one of the communication mediums commonly used by 
regional heads to disseminate information, develop their image, and in-
fluence society through digital media. As a result, the regional head’s 
opinion on an issue is one of the factors that piques public interest in 
knowing where the opinions of regional heads lie. Opinion mining is the 
process of obtaining information or the analysis and summarization of 
opinions that are automatically voiced on particular topics or issues. A 
method is required to convert the regional leaders’ social media tweets 
into information and ideas that can be valuable for the community in order 
to see the trend of regional heads’ opinions and discussion topics on so-
cial media. One method that can be used is mining the opinion of regional 
heads to find out their topics and sentiments in the new normal. The opin-
ion mining method used is sentiment analysis using the Support Vector 
Machine (SVM) algorithm. The SVM algorithm uses a target label that 
will be predicted from a labeled dataset to find the optimal hyperplane 
that categorizes sentiment. This study aims to determine the opinion of 
the regional heads regarding the chosen topic for the current period of 
time. The findings of this study identify the regional head sentiment ten-
dency based on model evaluations with an accuracy rate of more than 
80%. 
 

I. INTRODUCTION 
OCIAL media is one of the communication media for regional heads to the public which is often used to 
convey information related to policies, activities, or certain announcements [1]. Several aspects used by 
regional heads in posts on social media are local Cultural Approach, Humoristic Collaboration Content, 
direct instructional messages, interactive dialogue and content, human interest content, humanity content, 

and creative content [1]. By using social media, the public can quickly learn about the daily activities and view-
points of regional heads on any issue that arises in society. Therefore, regional heads must consider the perception 
and aspirations of the general population when conveying information on social media in order to regulate policies 
[2]and attract public sympathy [3]. 

Opinion mining is the process of obtaining information or the analysis and summarization of opinions that are 
automatically voiced on particular topics or issues[4]. One of the method can be used is sentiment analysis. Senti-
ment analysis is a method that is often used to describe and predict public opinion or trends in any field, such as: 
predicting election results, predicting market sentiment for a product/brand and can also help in making decisions 
about a business by knowing customer sentiment [5]. 

The previous study titled “SVM for sentiment analysis of regional head candidates based on data on video 
comments on regional election debates on YouTube” used public comments on the debate videos of regional head 
candidates to ascertain the public’s propensity for the debate’s outcomes.  The SVM method is used for sentiment 
analysis. The results of public sentiment obtained are used as evaluation material and input for regional head can-
didates and the winning team to improve their image and find out public expectations [6]. Another study regarding 
sentiment analysis is “Twitter Sentiment Analysis of Public Opinion in Regional Head Elections”. This study aims 
to classify public opinion taken from the Twitter comments of regional head candidate pairs. The method used in 
this research is Naïve Bayes. The findings of this study’s opinion analysis classified the public’s pro and con re-
marks into the categories of neutral, positive, and negative comments [7] 

Based on the background above, the mining of regional heads’ opinions was carried out through social media 
to explore and see trends opinions and discussion topics of regional heads on social media. The purposed method 
that used in this research is opinion mining. Opinion mining is a data mining technique for extracting, classifying, 
and analyzing user opinions expressed in various media [8][9]which is usually known as sentiment analysis. 
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Sentiment analysis in general can be interpreted as a classification process to find out an author’s sentiment on 
several aspects of a document which are usually labeled positively or negatively from the target object [5], in this 
case, the regional head’s tweeter results. Opinion mining is applied in almost every economic and social domain 
because opinions are at the center of almost all human activities and are the main influence on our behavior [9][10] 

In this study, the text Classification approach was used to extract opinions. Text Classification is a model used 
to categorize text into organized groups which can then be tagged (Positive, Negative, Neutral) on new text that is 
suitable to be applied based on content called classifiers [11]. The classifier needs to be trained on a machine 
learning model so that it can make predictions. According to several studies that have been carried out, there are 
several classification algorithms that can be used, namely Support Vector Machine, Naïve Bayes and Neural Net-
work. According to research results, SVM is one of the algorithms that has the best accuracy value in producing 
accurate sentiment analysis[5].  The algorithm used to train the model in this research is supervised-learning: Sup-
port Vector Machine (SVM). The SVM algorithm uses a target label that will be predicted from a dataset that has 
been given a label to find the optimal hyperplane that categorizes sentiment [10]. The aim of this research is to acquire 
the regional leaders’ opinions on the topics raised over a specific time period. It is hoped that the results of this 
research will determine trends of opinion of the regional heads and produce a model that can be used to analyze 
the sentiments of the regional heads. 
 

II. RESEARCH METHOD 

 
Figure 1. Research Stages 

 
The stages of the research conducted are shown in Figure 1. First, a literature study was carried out to collect 

previous theories and research as a basis for conducting research. The following stage is data collection. 

A. Data Collection 
Data collection was carried out by scraping data from the Twitter accounts of the three regional heads of the 

largest provinces in Indonesia, namely the provinces of Central Java, West Java, and DKI Jakarta from 2021-2022. 
Data Scraping is a method that use to collect data from application using API [12].  

 
Figure. 2. Data Scrapping Stages 
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Figure 2 is the stages in scrapping data. First, a developer's Twitter account is required to obtain authentication 
in the form of key or token when scrapping data from Twitter. Data Scraping was done using python programming 
language and Twitter API with keywords. The total tweet data obtained is 15011 tweets. Then, pre-processing was 
carried out to remove duplicate data using as many as 8775 tweets which were then labeled to determine positive, 
negative, and neutral sentences. 

Table I is the labeling result of the dataset. The labels used are positive, negative, and neutral.  
 

TABLE I 
DATASET CLASSIFICATION 

Regional Heads Positive Negative Neutral 
DKI Jakarta 1219 327 1535 
Central Java 960 361 1424 
West Java 1241 369 1339 

 
Based on the existing dataset, visualization was carried out to see the presentation of differences in sentiment 

classes for each regional head. The class sentiment images can be seen in Figure 3. 
 

 
Fig 3(a). Central Java regional head class senti-

ment 
 

 
Fig 3(b). West Java regional head class senti-

ment 
 

 
Fig 3(c). Sentiment class head of the DKI Ja-

karta area 
 

 

B. Text Pre-Processing 
Text Pre-Processing is one of the important stages in sentiment analysis [13].This process is carried out to 

eliminate noise in the data [14] [15]so that the opinion extraction process can be processed by a better and more 
accurate algorithm. First, duplicate tweet data and those that came from the same username were removed to 
increase the validity of the dataset. Second, case folding was carried out which aims to convert text data into 
lowercase letters and remove characters other than letters a to z. Third, the elimination of punctuation, spaces, and 
emoji in the tweet data that will be processed. Fourth, tokenization was carried out. Tokenization is the process of 
changing sentences into tokens so that they can be analyzed. To acquire meaningful words to be processed in 
classification, filtering using stop words is necessary. Stopwords are common words that have no important 
meaning. The goal of filtering itself is to remove words that have little information from the text so that we can 
focus on important words instead. Such as: “a, able, about, cannot, don’t, get, become, etc.”. The stopword process 
is one of the important processes in text-processing because of the need to carry out sentiment analysis to focus on 
words that have important meanings. Lastly, in the pre-processing process is the stemming process. Stemming is 
the process of eliminating word inflections into basic word forms [16] such as healthy becomes health. This process 
is carried out to improve the quality of the information from the text to be processed[17]. To visualize words that 
appear frequently, wordcloud is used. Wordcloud is a method that is usually used to quickly interpret a subject 
domain [18]. Figure 4 is a positive sentiment wordcloud from the three datasets after labeling and cleaning. Figure 
4(a) shows positive sentiment from Central Java regional heads regarding registration, education, the island of Java 
and competition. In figure 4(b) the positive sentiment from the West Java regional head is a normal post-pandemic 
adaptation, district administration. Finally, in figure 4(c) the positive sentiment for DKI Jakarta is health, 
government and monuments. 
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Figure 4(a). Positive wordcloud sentiment 

of Central Java regional head 
 

 
Figure 4(b). Positive wordcloud sentiment of 

West Java regional head 
 

 
Figure 4(c). Positive wordcloud sentiment 

of DKI Jakarta regional head 
 

 
To classify data, it is necessary to transform the data  [2]into a form that can be processed by a computer. To carry out a  

transformation, weighting or giving values is carried out. In previous research using the SVM method, TF-IDF was the 
weighting that produced the best accuracy [19]. In this research, weighting is carried out using TF-IDF which transforms words 
into vector form[15] [20] so that they can be processed using the Support Vector Machine method. The TF-IDF formula is 
seen as below [21]. 

 

𝑇𝑇𝑇𝑇 =
𝑓𝑓
𝑛𝑛1

 

(1) 
TF = the frequency of occurrence of words in a document. 
f = Frequency of Words in the Document 
n1 = Number of Words in the Document 

 

𝐼𝐼𝐼𝐼𝑇𝑇 = 𝑙𝑙𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙𝑙𝑙 (
𝑆𝑆𝑆𝑆𝑆𝑆  (𝑛𝑛1 )

𝑛𝑛2
)  

(2) 
IDF = the measure of the relative importance of the word across the entire corpus 
n2 = Number of Documents Containing the Word 

III. RESULT AND DISCUSSION 
SVM is a method that uses a hyperplane to classify data in a higher dimensional space[14] [22] [23]. SVM 

describes a hyperplane using a mathematical function called a kernel. Several types of kernels are linear, sigmoid, 
RBF, non-linear and polynomial. Before classifying, the training data is divided by 80:20 for data testing. Several 
parameter experiments, including kernel, gamma, and C experiments, were conducted to obtain reliable classifica-
tion results.  To produce accurate classification results, several experiments were carried out with several parame-
ters. Parameter tuning is carried out to obtain the best accuracy results. 
 

TABLE II 
EXPERIMENTAL PARAMETER  C

 
 
 
 

 
  
In table II, the best results for each dataset are different. For the DKI Jakarta area dataset, C=1 is used, for the 

Central Java and West Java datasets C=0.5 is used. Based on the results of the best parameter tuning, accuracy 
measurements were carried out using a confusion matrix. The confusion matrix has two dimensions which describe 
the actual output and predicted output [24] [25] The results of measuring accuracy using the confusion matrix (3) 
are calculated using the following formula. 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑁𝑁 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑁𝑁 + 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁 + 𝑇𝑇𝑇𝑇
 

(3) 
Where, 
TN = True negative is the number of negative samples that are classified as accurate 
TP = True positives are the number of positive samples that are classified accurately 
FN = False negatives are the number of true positive samples that are classified as negative 
FP = False positives are the number of true negative samples that were classified as positive

 
In addition, the calculation of the confusion matrix also produces precision and recall. Precision is a measurement 

of the model’s accuracy in predicting the actual value of an item according to the item’s predicated value. 

 0.01 0.05 0.25 0.5 0.75 1  
DKI Jakarta% 74 82 85 85 85 86 86 
Central Java% 73 79 81 83 82 82 83 
West Java% 71 75 79 80 80 79 80 
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Meanwhile, recall is a measurement of model accuracy based on the actual value of the item compared to the class 
predication results. The formula for calculating precision (4) and recall (5) is as follows. 

𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑛𝑛 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
 

(4) 
 

𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑙𝑙𝑙𝑙 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑁𝑁
 

(5) 
TABLE III (A) 

CONFUSION MATRIX, CENTRAL JAVA REGIONAL HEAD 
 Actual Negative Actual Neutral Actual Positive Class precision 

Prediction Negative 41 20 6 76% 
Prediction Neutral 7 273 11 81% 
Prediction Positif 6 46 139 90% 
Class Recall 61% 94% 73%  

 
TABLE III (B) 

CONFUSION MATRIX, WEST JAVA REGIONAL HEAD 
 Actual Negative Actual Neutral Actual Positive Class precision 

Prediction Negative 29 33 9 57% 
Prediction Neutral 14 234 14 76% 
Prediction Positif 8 41 208 90% 
Class Recall 41% 89% 81%  

 
TABLE III (C) 

CONFUSION MATRIX, REGIONAL HEAD OF DKI JAKARTA 
 Actual Negative Actual Neutral Actual Positive Class precision 

Prediction Negative 42 20 8 86% 
Prediction Neutral 5 284 20 84% 
Prediction Positif 2 36 200 88% 
Class Recall 60% 92% 84%  

 
Table III is the result of the confusion matrix for each dataset. Of the three datasets, it was found that the positive 

class prediction results obtained the greatest precision accuracy, namely 90% and 80%, while for the calculation 
the smallest precision was in the negative class predication, namely 57% and 76% and in the DKI Jakarta provincial 
head dataset, neutral 84%. For recall measurements, the largest measurement values are seen in the neutral predi-
cation class, namely 89%, 94% and 92% and the smallest recall measurements are in the negative predication class, 
namely 41%, 61% and 60%. Based on the existing dataset, the negative class has the least amount of data, namely 
11% of the total dataset. The results of the evaluation of this model can be seen in table 4 with an accuracy level 
above 80%, with macro average precision values of 74%, 82% and 85% and macro average recall of 70%, 76% 
and 78%. The performarce evaluation on Table IV show an increase in accuracy compared to previous research 
entitled "SVM for sentiment analysis of regional head candidates based on data on video comments on regional 
election debates on YouTube". There are several factors that provide increased accuracy results. One of the differ-
ences in the amount of training and testing data used is that in the previous study there were 1251 datasets, whereas 
in this study 8775 datasets were used. Furthermore, the parameter tuning experiments carried out also have an 
impact on finding the most optimal accuracy results. Based on the performance evaluation on Table IV, this re-
search has obtained better results when compared to previous research that used the same method [6]. 
 

TABLE IV 
PERFORMANCE EVALUATION 

Criteria Micro Average Regional Head 
of Central Java Province 

Micro Average Regional Head 
of West Java Province 

Micro Average Regional Head 
of DKI Jakarta Province 

Accuracy 83% 80% 86% 
Macro Average Precision 82% 74% 85% 
Macro Average Recall 76% 70% 78% 

 

IV. CONCLUSION 
Based on the results and discussion, it can be concluded that the opinion mining of regional heads uses sentiment 

analysis with the SVM method. The data used is the results of tweets from the official Twitter accounts of each 
regional head. The level of accuracy in this model is above 80%. Based on the research results, it was found that 
the respective opinion tendencies of regional heads are as follows. Regional heads of DKI Jakarta Province have a 
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negative opinion of 11%, a neutral opinion of 50% and a positive opinion of 39%. The words that appear most 
often in positive opinions are related to health and government. This means that regional heads of DKI Jakarta tend 
to give positive opinions on focused issues related to health and governance. The head of the Central Java Province 
has a negative opinion of 13%, a neutral opinion of 52% and a positive opinion of 35%. Words that appear in many 
positive opinions are related to education and competition. This means that regional heads of Central Java Province 
tend to give positive opinions on focus issues related to education and competition. Regional heads of West Java 
Province have a negative opinion of 13%, a neutral opinion of 45% and a positive opinion of 41%. The words that 
appear in many of these positive opinions are related to normal adaptation and district admin. This means that the 
regional head of West Java Province tends to give a positive opinion on the focus of issues related to normal 
adaptation and district administration. 
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