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This study analyzes the performance of hybrid methods in improving 
accuracy on imbalanced data using Dengue Hemorrhagic Fever Case Data 
from 2017 to 2021 in Bandung City. The attributes used in this study consist 
of Total Population, Total Male, Elementary School Graduation, Junior 
High School Graduation, High School Graduation, College Graduation, 
Rainfall, Average Temperature, Humidity, Male Cases, Number of Cases, 
and Class. This research combines five Machine Learning methods, such as 
Decision Tree, Support Vector Machine, Artificial Neural Network, K-
Nearest Neighbor, and Naïve Bayes. Hybrid Methods used in this research 
are Voting and Stacking methods. The oversampling methods used to 
handle imbalanced data in this study are Random Oversampling and 
Adasyn. The results show that Voting and Stacking without Random 
Oversampling and Adasyn get the same accuracy of 88,88%. While using 
Random Oversampling, voting gets an accuracy of 95,37% and stacking 
gets an accuracy of 96,29%. While using Adasyn, voting gets an accuracy 
of 94,44% and stacking gets an accuracy of 97,22%. Based on the results 
obtained, it can be concluded that the Random Oversampling and Adasyn 
Method can improve the performance of the Machine Learning hybrid 
method on imbalanced data. The contribution of this research is to provide 
information on the study and analysis of the implementation of the Random 
Oversampling and Adasyn methods in improving the performance of the 
Voting and Stacking methods in hybrid classification. 

I. INTRODUCTION 

LASSIFICATION is a technique in machine learning using supervised learning algorithms that can predict 
the class of a new sample from a model inferred from training data, this classification classifies samples or 
examples of data into predetermined labels into a given set of data [1]. In this study, the authors used data 

on Dengue Hemorrhagic Fever (DHF) cases in Bandung City. Dengue Hemorrhagic Fever (DHF) is a disease 
caused by the dengue virus which is transmitted by mosquitoes of the Aedes Aegypti and Aedes Albopictus species 
[2]. Based on data from the Bandung City Health Office, dengue fever cases range from 2010 to 2018 the highest 
number of cases in 2013 was 5,736 cases while in 2014 it fell to 3,132, but again rose in 2015 to 3,640 cases and 
rose again in 2016 with a total of 3,880 cases, then decreased in 2017 by having a total of 1,786 cases and increased 
again in 2018 with a total of 2,826 cases [3]. In 2019 the number of cases reached 4,424 cases, compared to 2020 
the number of Dengue Hemorrhagic Fever (DHF) cases in Bandung City decreased, namely in 2020 the number of 
cases was 2,790 cases. However, in 2021 there was an increase in the number of cases 2021 totaling 3,743 cases. 
In machine learning, unbalanced data is an important problem because unbalanced data can affect the model in the 
classification process. Unbalanced data occurs because the elements of a set of data are not evenly distributed or 
balanced across classes [4]. Unbalanced data on classification makes classification performance partial towards the 
majority class in an unbalanced data set, the majority class tends to lead towards solutions with better accuracy 
while the minority class gets poor accuracy results [5]. To handle the problem of unbalanced data in this study, 
oversampling can be used to balance the classes. Oversampling can solve problems in unbalanced data by 
increasing the number in the minority class [6]. 

Methods using Decision Tree and SVM were carried out in research [7]. This research discusses the prediction 
of Dengue Hemorrhagic Fever (DHF) with 18 attributes including classes. From the test accuracy results, the 
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Decision Tree method obtained an accuracy of 87,5% with a sensitivity of 90,9% and a specificity of 84,1%. 
Compared to the Decision Tree method, the SVM method gets a higher accuracy, which is 99%. The ANN method 
was used in research [8]. In research [8], the dataset used in this study consists of 110 instance data with sixteen 
attributes and has two classes as dengue positive and negative. The purpose of this study was to determine the 
relationship between Dengue diagnostic results, and environmental and physiological parameters. From the results 
of research conducted using the ANN method, the accuracy was 79,09% with a sensitivity of 55,55%, a specificity 
of 88,5%, and an error rate of 20,9%. In research [9] the K-NN method obtained an accuracy of 91%, precision of 
90%, recall of 89%, and F1-Score of 89%. While Naïve Bayes got an accuracy of 93%, precision of 91%, recall of 
90%, and F1-Score of 91%. The Naïve Bayes method was used in the research [10], in this study, the dataset used 
was collected from the 2016-2019 Dengue Hemorrhagic Fever (DHF) patient dataset in Semarang. The results of 
the research conducted, obtained by using the Naïve Bayes method without selection features on the training dataset 
obtained an accuracy of 67,4%, then on the testing dataset obtained an accuracy of 68,3%. While the testing process 
using feature selection on the training dataset, obtained an accuracy of 68%, then on the testing dataset, obtained 
an accuracy of 68,3%. 

Classification with the Hybrid model was carried out in the research [2]. This research uses the Hybrid model in 
classifying Dengue Fever (DHF). Hybrid test results with the Voting method obtained an accuracy of 90%, a 
precision of 94%, recall of 82%, and F1-Score 86%. Combining Naïve Bayes and Decision Tree is done in research 
[11] combines Naïve Bayes and Decision Tree. From this research, it is analyzed that by using the Hybrid model, 
the accuracy can increase by 8% and get accuracy above 90%. Whereas if using only one method, the accuracy 
obtained is still below 90%. The Hybrid model in this study uses the Voting method for Hybrid classifiers. In 
research [12] the hybrid Voting method and applying oversampling to handle imbalanced class data, the hybrid 
Voting method gets an accuracy of 91%. Another hybrid method with the Stacking method was carried out in 
research [13] using a different hybrid method, namely the Stacking hybrid method, using Stacking with the Diabetes 
dataset to get an accuracy of 78,2%. 

The use of the oversampling method in dealing with imbalanced data was done in the study [14] the oversampling 
technique was used, namely Random Oversampling. SVM, Naïve Bayes, Decision Tree, Logistic Regression, 
Random Forest, and hybrid Voting methods were used in this study. In this study, there are two target classes in 
the dataset, namely 0 and 1. For the methods used, the SVM and Decision Tree methods apply hyperparameters 
with several different parameters. The SVM method with Linear kernel parameters gets an accuracy of 73%, SVM 
with RBF kernel gets an accuracy of 80%. The Naïve Bayes method gets an accuracy of 76%. Decision Tree method 
with default hyperparameter gets an accuracy of 94%, Decision Tree with hyperparameter criterion = entropy, max 
dept = 20 gets an accuracy of 87%, Decision Tree with hyperparameter = Gini, max depth = 18 gets an accuracy 
of 84%. The Logistic Regression method gets an accuracy of 73% and the Random Forest method with 
hyperparameter criterion = entropy, max depth = 25 gets an accuracy of 99,8% and the Hybrid Decision Tree 
method with parameters max depth = 18, Naïve Bayes, Logistic Regression, and Random Forest gets an accuracy 
of 93%. 

The application of oversampling to deal with imbalanced data was conducted in the study [15][16] applied to 
oversampling to handle unbalanced data. In research [15] the hybrid method is used in this study, from the tests 
conducted, with imbalanced data the Majority Voting hybrid method gets an accuracy of 94%, Weighted Voting 
gets an accuracy of 94% and Stacking gets an accuracy of 95%, while using data with balanced, Majority Voting 
hybrid method gets an accuracy of 98,5%, Weighted Voting is 98,8% and Stacking is 99,6%. From these test results 
using ROS makes the data balanced and can increase accuracy. Research [16], shows that unbalanced data get an 
accuracy of 92% for the K-NN Method and 99,04% for the Naïve Bayes method. While with Random 
Oversampling K-NN accuracy gets 97% accuracy and Naïve Bayes gets 99,04% accuracy. Cases with imbalanced 
data are also used in [17] in this study using Smote in handling imbalanced data, from the test results obtained 
without Smote getting hybrid Voting accuracy of 82,37% and Stacking of 99,60% while with Smote hybrid Voting 
accuracy gets an accuracy of 94,30% and Stacking of 99,71%. 

Other oversampling methods such as Adasyn can also handle imbalanced data. The use of Adasyn was carried 
out in research [18][19]. In research [18] using Statlog (Heart) Dataset, using the Naive Bayes method without 
oversampling got an accuracy of 85,2%, and using Adasyn got an accuracy of 84,3%. SVM method without 
oversampling gets an accuracy of 85,2% and Adasyn gets an accuracy of 84,3% and with Nearest Neighbor without 
oversampling, gets an accuracy of 83,3% and Adasyn gets an accuracy of 83,6%. Research [19] uses Adasyn to 
handle imbalanced data, the method used is SVM. From the test obtained an accuracy of 87,3%, this accuracy has 
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increased from the accuracy without Adasyn, which is 83%. Research [20] uses oversampling methods to handle 
imbalanced data, one of the methods used is ANN with Adasyn. The feature selection techniques used are RFE and 
FCBF. In the original data, the accuracy is 0,6084%, while using Adasyn and RFE feature selection gets an accuracy 
of 0,6304%, and Adasyn and FCBF feature selection get an accuracy of 0,6467%. 

Based on the research described above, taking into account the advantages and disadvantages carried out in 
previous studies. The author conducts research analyzing the performance of the hybrid Voting and Stacking 
method by combining five machine learning methods, such as Decision Tree, Support Vector Machine, Artificial 
Neural Network, K-Nearest Neighbor, and Naïve Bayes using Random Oversampling and Adasyn in handling 
imbalanced data using the Dengue Hemorrhagic Fever (DHF) dataset in Bandung City from 2017 to 2021. 

II. RESEARCH METHODS 

A. System Design 

The system to be built is the classification of Hybrid Voting and Stacking methods with a combination of five 
machine learning methods Decision Tree, Support Vector Machine, Artificial Neural Network, K-Nearest 
Neighbor, and Naïve Bayes with three data usage scenarios, namely without Random Oversampling and Adasyn, 
with Random Oversampling, and with Adasyn. 

 

 

Figure 1. System Design Flowchart 

 

B. Dataset 

The dataset used is data on Dengue Hemorrhagic Fever cases based on sub-districts in Bandung City from 2017 
to 2021. The attributes used in this research are Total Population, Total Male, Elementary School Graduation, 
Junior High School Graduation, High School Graduation, College Graduation, Rainfall, Average Temperature, 
Humidity, Male Cases, Number of Cases, and Class. The data came from the Bandung City Health Office, Central 
Statistics Agency, and Meteorology, Climatology, and Geophysics Agency. 
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TABLE I 

SAMPLE DATA 

 

No 

 

Total 

Popula-

tion 

 

Total 

Male 

Elemen-

tary 

School 

Gradua-

tion 

Junior 

High 

School 

Gradua-

tion 

High 

School 

Gradua-

tion 

 

College 

Gradua-

tion 

 

Rain-

fall 

(mm) 

Average 

Tempera-

ture (°C) 

 

Humidity 

(%) 

 

Male 

Cases 

Num-

ber of 

Cases 

1 99085 49993 12323 15999 35744 51743 193,2 23,5 77,4 16 33 

2 75209 37762 6154 7912 22661 30573 193,2 23,5 77,4 52 92 

3 72424 36541 8127 9045 20255 29300 193,2 23,5 77,4 40 62 

4 73236 36747 8677 11508 26368 37876 193,2 23,5 77,4 29 58 

5 132497 67823 29951 22756 34170 56926 193,2 23,5 77,4 9 17 

… … … … … … … … … … … … 

146 80808 40175 6853 9761 28615 38376 167,9 23,4 79 48 99 

147 102766 51428 13472 14009 32551 46560 167,9 23,8 77 114 215 

148 77601 38759 7845 8251 23148 31399 167,9 24,1 73 75 134 

149 37921 18952 2872 4415 14487 18902 167,9 24,1 79 24 54 

150 90006 45281 10354 12913 27544 40457 177,2 24,1 83 76 165 

 
In Table 1, shows the sample data used in this study. The sample data used is 150 data from 30 sub-districts in 

Bandung City from 2017 to 2021. 

C. Data Preprocessing 

Preprocessing is the process of transforming raw data that has been collected into more efficient data by 
combining, selecting, and cleaning data so that the data can be processed easily. 

D. Data Labeling 

Data labeling is the process of identifying raw data and adding one or more important and informative labels to provide 
context so that machine learning models can learn from the process. Data labeling must be done correctly so that the data 
collected or classified according to the class that it should be. Based on research [21], which refers to the Epidemiological 
Window Bulletin with the main topic of Dengue Hemorrhagic Fever from the Epidemiological Data and Surveillance Center 
of the Ministry of Health of the Republic of Indonesia [22], there are three categories that represent the number of cases. The 
three categories are low, high, and medium. Of these categories, the number of cases less than 20 is categorized as low, the 
number of cases greater than or equal to 20 and less than or equal to 55 is categorized as a medium, and the number of cases 
greater than 55 is categorized as high. From research [2][12] related to Dengue Hemorrhagic Fever classification, the three 
categories are divided into class label 0, class label 1, and class label 2. Class label 0 is categorized as low class, class label 1 
is categorized as a medium class, and class label 2 is categorized as high class. 

 
TABLE II 

CLASS LABELING 

Class Label Class Range 

Low 0 Number of Cases < 20 

Medium 1 Number of Cases ≥ 20 and ≤ 55 

High 2 Number of Cases > 55 

 

E. Split Data 

Split data is the process of dividing data into training data and testing data. This dataset is divided into two, 
namely training data and testing data with a ratio of 70:30. The division for the data, namely 70% is used for 
training data and 30% is used for testing data. To make the data have a range of 0 to 1, normalization is performed. 
For normalization, you can use MinMax Scaler [23]. The formula for MinMax Normalization is defined in equation 
(1). 

������� =
(�� ����)

(����� ����)
                                 (1) 

 
Where  Xmin is the minimum value in feature X and Xmax is the maximum value in feature X [24]. 

F. Oversampling with Random Oversampling 

The Oversampling method that is also used is to use Random Oversampling. Random Oversampling is a method 
that handles problems with unbalanced data in classification problems, this resampling process is carried out at the 
preprocessing stage [25]. This oversampling technique randomly selects minority samples to be copied to increase 
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the proportion of minority classes [26]. The purpose of Random Oversampling is to balance the class distribution 
through random repetition of the minority class [14]. 

G. Oversampling with Adasyn 

Adaptive Synthetic (Adasyn) is a method of oversampling that works by generating minority class instances [27]. 
The concept of Adasyn is to determine the weighted distribution of the minority sample with respect to the learning 
difficulty of the minority sample [28]. Adasyn generates synthetic minority class samples by focusing on samples 
that are more difficult to detect [29], samples that are difficult to be classified get higher weights, and generate 
more samples that have higher weights [30]. 

H. Classification Process 

Classification is a subset of supervised learning that studies the mapping between inputs and outputs whose 
correct values are obtained from the supervisor, the training inputs will be assigned in classification into one of the 
specified classes [31]. In classification, the members of the data set will be classified by labels or categories and 
for new input examples, the classes or labels will be assigned to be predicted [32]. 

I. Decision Tree 

The Decision Tree method is a machine learning method capable of working in recursive partitioning and can 
solve classification and regression problems [33]. This Decision Tree has a structure that includes root nodes, 
branches, and leaf nodes [34]. A Decision Tree is a tree that classifies instances by sorting them based on the values 
of features. For each node in the Decision Tree to represent a feature in the instance and each branch represents a 
value that can be estimated by that node to be classified, the instance is classified from the root node and sorted 
according to its feature value [35]. Decision trees are formed using entropy and information gain values [10]. The 
Decision Tree formula is as follows. Entropy Value Calculation. Entropy is a measure of uncertainty associated 
with random variables. Entropy will increase with increasing uncertainty or randomness [36]. The formula is 
calculated using equation 2. 

Entropy(D) = ∑ − ��
�
��� log2 ��         (2) 

Where pi is the probability that an arbitrary tuple D belongs to class C and is estimated by | Ci,D | / | D | [36]. 

Information Gain Calculation, information gain is the difference between the original information gain requirements (that is, 
based only on class proportions) and the new requirements (that is, obtained after partition A) [36]. As for the formula, it can 
be formulated as equation 3. 

����(� ,�) = Entropy(D) − �
⎸��  ⎸

⎸�  ⎸
���������� �

�

���
      (3) 

Where, D: a given data partition, A: attribute, v: partitioning tuples in D across multiple attributes of A that have different 
values of v,  ⎸��  ⎸= number of samples for a given value of v,  ⎸� ⎸  = number of all data samples. D is divided into v parti-
tions or subsets, {D1,D2,...Dj} if Dj contains tuples in D that have aj result from A [36]. 

J. Support Vector Machine 

The Support Vector Machine (SVM) method is a machine learning method that can solve linear and non-linear 
problems and works well on practical problems [37]. SVM separates the attribute space with a hyper-plane to 
maximize the margin for different classes [10]. The concept of performing classification with the SVM algorithm 
is to find the best hyperplane and find the most optimal data separation space in different classes in the input space 
so that the kernel function and parameters used to affect the performance of the SVM model. To find the hyperplane 
can be measured by margin and find the maximum point, the hyperplane with the largest margin is found with the 
maximum marginal hyperplane (MMH) [10][38]. The margin is the distance between the hyperplane and the closest 
pattern of each class where the closest pattern is called the support vector [38]. SVM classification function can be 
calculated using equations 4 and 5. 

minimize 
�

�
 ||�||�              (4) 

subject to : �� (�. �� - �) ≥  1, ∀x�                  (5) 
Where � is the n-dimensional vector normal to the optimal hyperplane, b is the bias, and yi is the classified variable 
in the set [39]. 

K. Artificial Neural Network 

Artificial Neural Network (ANN) is a method that works by simulating or imitating the workings of the human 
brain to solve a problem, ANN consists of one or more input layers, hidden layers, and output layers. Each layer 
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consists of many neurons and each neuron symbolizes a variable in the input layer [40]. The ANN method consists 
of processing units called neurons where these neurons have a function that can determine the activation of the 
neuron, the function is called activation which processes input signals that have been combined, then converts them 
into output signals [41]. To calculate the sum of the product weights xiwkj (for i=0 to m) is usually denoted as netk 
as shown in equation 6 [42]. 

���� = ���� ∑ ��
�
��� ���                 (6) 

artificial neuron calculates the output yk as a certain function of the netk value defined in equation 7 [42]. 
�� = �(����)                            (7) 

Where x and y are input and output signals, wkj synaptic weights, synapses, and f is the activation function [42]. 

L. K-Nearest Neighbor 

The K-Nearest Neighbor (K-NN) method is one of the machine learning methods that can be used for 
classification, the classification is based on the closeness or similarity of the distance function [10][24]. In K-NN 
the k value of the nearest neighbor which is the number of nearest neighbors is used to classify data from the 
training data [10]. K-NN has a function to classify data based on training data taken from the k nearest neighbors, 
where k is the number of nearest neighbors [21]. Euclidean distance can be used to measure the nearest neighbor 
distance, as defined in equation 8. 

K-NN Euclidean distance �� =   �∑ (��� − ���)
��

���                            (8) 

Where ��� is sample data, ��� is testing data, i is variable data, d is distance, and p is data dimension [38]. 

M. Naïve Bayes 

Naïve Bayes is a probabilistic based classifier using Bayes Theorem, this method is based on conditional 
probabilities assuming independence between features, Naïve Bayes classifier assumes category class labels and 
categorizes data from the training set and values in the test data [43]. Bayes Theorem describes an event based on 
conditions that may be associated with the event [42]. The mathematical equation for Bayes' Theorem is defined 
in equation 9. 

�(�|�) =
�(�)�(�|�)

�(�)
                            (9) 

X and Y are represented as events, P(X) and P(Y) which represent the ratio of X and Y without regard to each 
other. P(X|Y) is the conditional probability of observing the occurrence of X if Y is true. P(Y|X) is the ratio of 
observing the specified occurrence of Y if X is true [42]. 

N. Hybrid 

A Hybrid is a combination of two or more Classification methods, this method aims to build a highly accurate 
ensemble classifier by combining several individual classifiers to improve classification accuracy [44]. In this 
study, the Hybrid approach method was used, namely the Voting and Stacking methods. The Voting method is an 
ensemble technique in which a collection of classifiers are grouped together, each classification is collected based 
on the most votes from the basic set of classifiers [9]. The Voting method is performed by counting the votes 
received by each output class from individual classifiers and the final classification decision is considered to be the 
output class with the highest number of votes [44]. Stacking is a method that uses meta-learning algorithms to 
combine predictions from multiple base learning algorithms [13]. Stacking is used to improve accuracy by using a 
combination of base learning models because stacking can improve the performance of individual learning 
algorithms [13][45]. The stacking structure consists of two levels, level 0 and level 1 and the multiple base learners 
(level 0) are combined by the meta learner (level 1) [39]. 

O. Model Evaluation 

Based on the model that has been built, an evaluation will be carried out to measure the performance of the built 
model. In this evaluation, accuracy, precision, recall, and F1-Score will be calculated. The performance will be 
calculated using the Confusion Matrix as defined in equations 10, 11, 12, and 13. 

 

�������� =  
���� ������������� ��������

���� ������������� �������������� �������������� ��������
 х 100%         (10) 

 

��������� =  
���� ��������

���� �������������� ��������
 х 100%                         (11) 
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������ =  
���� ��������

���� �������������� ��������
 х 100%                         (12) 

 

�1 − ����� =  
�(��������� ⨯ ������)

����������������
 х 100%                            (13) 

 

III. RESULT AND DISCUSSION 

A. Data Collection 

Based on the data labeling, there are 3 classes with class categories 0 (low), 1 (medium), and 2 (high) based on 
the number of cases. From the labeling on the original data as shown in table 2, it is found that the low category 
class with class 0 has a total of 3, the medium category with class 1 has a total of 27 and the high category with 
class 2 has a total of 120. 

 
TABLE III  

ORIGINAL DATA 

Class Label Class Total 

Low 0 3 

Medium 1 27 

High 2 120 

 
From the data in Table 3, showing the comparison of the number of unbalanced classes, to deal with the 

unbalanced data between the classes, the Random Oversampling and Adasyn methods are used. 
 

TABLE IV  
DATA AFTER RANDOM OVERSAMPLING AND ADASYN 

Class Label Class With Random Oversampling With Adasyn 

Low 0 120 120 

Medium 1 120 120 

High 2 120 120 

 
Based on Table 4, with Random Oversampling and Adasyn, the number of classes 0, 1, and 2 have the same 

number of classes, which is 120. This number of classes adjusts and equates to the number of classes in the majority 
class. 

B. Result 

From the results of the tests carried out, the following is a comparison of accuracy, precision, recall, and F1-
Score from the Decision Tree, SVM, ANN, K-NN, Naïve Bayes, Voting, and Stacking methods without Random 
Oversampling and Adasyn, with Random Oversampling, and with Adasyn. 

 
TABLE V  

ACCURACY WITHOUT RANDOM OVERSAMPLING AND ADASYN, WITH RANDOM OVERSAMPLING, AND WITH ADASYN 

  Accuracy  

Method Without Random Oversampling and 

Adasyn 

With Random Oversampling With Adasyn 

Decision Tree 82.22% 80.55% 76.85% 

Support Vector Machine 82.22% 87.96% 91.66% 

Artificial Neural Network 80.00% 85.18% 88.88% 

K-Nearest Neighbor 75.55% 89.81% 87.03% 

Naïve Bayes 91.11% 83.33% 76.85% 

Voting 88.88% 95.37% 94.44% 

Stacking 88.88% 96.29% 97.22% 
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Figure 2. Accuracy Without Random Oversampling and Adasyn, With Random Oversampling, and With Adasyn 

 
Based on Table 5 and Figure 2, showing tests conducted without Random Oversampling and Adasyn. Decision Tree and 

SVM methods have the same accuracy, which is 82,22%, while the ANN method gets an accuracy of 80% and the K-NN 
method gets an accuracy of 75,55%. Voting and Stacking methods also get the same accuracy, which is 88,88%. The Voting 
and Stacking methods without using oversampling have the same accuracy in predicting the classified model. The accuracy of 
the Voting and Stacking method is still higher than the other individual classification methods used in this study, such as 
Decision Tree, SVM, ANN, and K-NN, but the hybrid Voting and Stacking method are still below the accuracy of the Naïve 
Bayes method, where the Naïve Bayes method gets an accuracy of 91,11%. The use of Random Oversampling using the Voting 
and Stacking methods shows a significant increase in accuracy, using Random Oversampling, the hybrid Voting method gets 
an accuracy of 95,37% and Stacking gets an accuracy of 96,29%. The accuracy results with the hybrid Voting and Stacking 
method with Random Oversampling have increased compared to without using oversampling. Of the five individual classifi-
cation methods combined, the K-NN method with Random Oversampling gets the highest accuracy for individual classifica-
tion accuracy compared to other individual classification methods. Unlike Random Oversampling which randomly draws new 
samples to balance the minority class, the Adasyn method uses a weighted distribution to balance the data in each class. SVM, 
ANN, and K-NN methods with Adasyn have increased accuracy compared to using Random oversampling and Adasyn. When 
compared to without Random Oversampling and Adasyn, the hybrid Voting and Stacking method with Adasyn experienced a 
significant increase, while compared to Random Oversampling the accuracy of the hybrid Voting and Stacking method had a 
difference between Voting and Stacking accuracy between the two oversampling methods. In the Stacking hybrid method with 
Adasyn, the accuracy is 97,22%, the accuracy is increased compared to the accuracy of the stacking method with Random 
Oversampling, while the hybrid method with Voting using Adasyn gets an accuracy of 94,44%, the accuracy is still below the 
accuracy with the Voting hybrid method using Random Oversampling. 

 
TABLE VI  

PRECISION WITHOUT RANDOM OVERSAMPLING AND ADASYN, WITH RANDOM OVERSAMPLING, AND WITH ADASYN 

  Precision  

Method Without Random Oversampling and 

Adasyn 

With Random Oversampling With Adasyn 

Decision Tree 81.24% 84.37% 83.67% 

Support Vector Machine 76.86% 88.59% 92.12% 

Artificial Neural Network 73.83% 86.84% 88.88% 

K-Nearest Neighbor 72.22% 90.39% 87.19% 

Naïve Bayes 86.92% 85.12% 80.17% 

Voting 84.50% 95.38% 94.70% 

Stacking 84.50% 96.38% 97.29% 
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Figure 3. Precision Without Random Oversampling and Adasyn, With Random Oversampling, and With Adasyn 

 
The precision score shown in Table 6 and Figure 3 shows the precision score with five individual classification methods 

and two hybrid methods have varying score values. Score precision is calculated based on the ratio of observations of positively 
correct predictions adjusted for the number of observations that can be predicted positively. The precision score of the hybrid 
voting and stacking method without using Random Oversampling and Adasyn gets the same precision score, which is 84,50%. 
Compared to using Random Oversampling, the hybrid Voting method gets a precision score of 95,38% and Stacking gets a 
precision of 96,38%, this precision increases compared to without Random Oversampling and Adasyn because from these tests 
imbalanced data and data with balanced can affect in building a classification model. In using Adasyn, the hybrid Voting and 
Stacking method has increased compared to the precision score without Random Oversampling and Adasyn, the hybrid Voting 
and Stacking method with Adasyn can increase the accuracy of the individual classification method, where Voting gets a 
precision of 94,70% and Stacking gets a precision score of 97,29%. 

 
TABLE VII  

RECALL WITHOUT RANDOM OVERSAMPLING AND ADASYN, WITH RANDOM OVERSAMPLING, AND WITH ADASYN 

  Recall  

Method Without Random Oversampling and Adasyn With Random Oversampling With Adasyn 

Decision Tree 82.22% 80.55% 76.85% 

Support Vector Machine 82.22% 87.96% 91.66% 

Artificial Neural Network 80.00% 85.18% 88.88% 

K-Nearest Neighbor 75.55% 89.81% 87.03% 

Naïve Bayes 91.11% 83.33% 76.85% 

Voting 88.88% 95.37% 94.44% 

Stacking 88.88% 96.29% 97.22% 
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Figure 4. Recall Without Random Oversampling and Adasyn, With Random Oversampling, and With Adasyn 

 
The recall score is shown in Table 7 and Figure 4, this recall is the ratio of positively predicted correct observations based 

on the total number of observations in the actual class. This recall is based on how exactly the success of the model was built 
in finding the data sought. For without Random Oversampling and Adasyn, the recall score with the Naïve Bayes method gets 
a recall score of 91,11%, and the recall score of the Naïve Bayes method is still higher than the hybrid Voting and Stacking 
method which gets the same recall score of 88,88%, with the hybrid Voting and Stacking method using without Random 
Oversampling and Adasyn has not been able to increase the recall score of the Naïve Bayes method but can increase the recall 
of other individual classification methods, this happens because the data used does not have a balanced number of class com-
parisons so as to make the performance of the Naïve Bayes method high. For Random Oversampling, the hybrid Voting and 
Stacking methods get a higher recall than other individual classification methods, where the Voting method gets a recall value 
of 95,37% and Stacking gets a recall of 96,29%. Adasyn can improve the hybrid Voting and Stacking method compared to 
without using Random Oversampling and Adasyn. The Voting method with Adasyn gets a recall value of 94,44% and Stacking 
with Adasyn gets a higher recall, which gets a recall value of 97,22%. 

 
TABLE VIII 

F1-SCORE WITHOUT RANDOM OVERSAMPLING AND ADASYN, WITH RANDOM OVERSAMPLING, AND WITH ADASYN 

  F1-Score  

Method Without Random Oversampling and 

Adasyn 

With Random Oversampling With Adasyn 

Decision Tree 78.10% 80.26% 76.43% 

Support Vector Machine 78.33% 87.84% 91.64% 

Artificial Neural Network 75.19% 84.73% 88.59% 

K-Nearest Neighbor 66.89% 89.61% 86.77% 

Naïve Bayes 88.95% 82.19% 73.88% 

Voting 86.51% 95.34% 94.43% 

Stacking 86.51% 96.29% 97.22% 

 

 
Figure 5. F1-Score Without Random Oversampling and Adasyn, With Random Oversampling, and With Adasyn 

 
Based on Table 8 and Figure 5, without Random Oversampling and Adasyn, the Naïve Bayes method has a high accuracy 

compared to other individual classification methods, where the Naïve Bayes method gets an F1-Score of 88,95%. The hybrid 
Voting method gets an F1-Score of 86,51%, and Stacking gets an F1-Score of 86,51%. Combining the five combinations using 
the hybrid Voting and Stacking method, can improve four of the five individual classification methods used such as the Deci-
sion Tree method which gets an F1-Score of 78,10%, and an SVM of 78,33%, ANN of 75,19%, and K-NN of 66,89%. The 
hybrid voting and stacking method using Random Oversampling get the highest F1-Score score compared to other individual 
classification methods, this is because the hybrid Voting and Stacking method combines the five machine learning methods to 
get a higher F1-Score. The K-NN method with Random Oversampling gets the highest F1-Score for its individual classification 
method. By combining the five individual classification methods, the F1-Score of the hybrid Voting method is 95,34% and 
the F1-Score of Stacking is 96,29%. In Adasyn also the Hybrid Voting and Stacking methods have a high F1-Score improve-
ment compared to without Random Oversampling and Adasyn. From the test results obtained, without Random Oversampling 
and Adasyn, using Random Oversampling, and using Adasyn, this SVM method with Adasyn is the method with the highest 
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F1-Score compared to all other individual classification methods. This shows that the SVM method using Adasyn is able to 
exceed the F1-Score of other individual classification methods. The hybrid Voting and Stacking method by combining five 
machine learning methods, such as Decision Tree, ANN, SVM, K-NN, and Naïve Bayes obtained an F1-Score of 94,43% for 
Voting and 97,22% for Stacking F1-Score. The test shows that using the hybrid Voting and Stacking method with Adasyn can 
increase the F1-Score even higher. 
 

From the test results that have been carried out in this study, the hybrid voting method without oversampling has 
an accuracy below 90%, this accuracy is still below the accuracy of using the voting method in research [2], but 
when using balanced data gets a higher accuracy than research [2]. The Stacking method in this study without 
oversampling gets higher accuracy than in the research [13]. While using balanced data using the hybrid voting 
method by applying oversampling get higher accuracy than in research [12]. The use of Random Oversampling 
with the voting method in this study has higher accuracy than in research [14]. By using Adasyn using SVM and 
ANN methods in this study obtained higher accuracy than the research [18][19][20]. Tests conducted in this study 
using the hybrid Voting method with Random Oversampling and with Adasyn get higher accuracy than in research 
[17] which uses Smote to handle imbalanced data. 

IV. CONCLUSION 

From the tests carried out, imbalanced and balanced data can affect the performance of the classified model. 
Without using Random Oversampling and Adasyn, the hybrid Voting and Stacking method shows the same 
accuracy, which is 88,88%. Compared to using the Oversampling method with Random Oversampling and Adasyn 
makes the data balanced and increases the accuracy of the Hybrid method, with Random Oversampling, the Voting 
hybrid method gets an accuracy of 95,37% and Stacking gets an accuracy of 96,29%. While using Adasyn can 
increase the accuracy of the hybrid voting method by 94,44% and Stacking gets an accuracy of 97,22%. This show 
that using Random Oversampling and Adasyn method in handling imbalanced data in hybrid classification can 
improve the performance of the hybrid Voting and Stacking method. 
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