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ABSTRAK 

Penelitian ini menggunakan naïve bayes untuk klasifikasi dan simple kriging untuk interpolasi peta curah hujan pulau Jawa. 

Hujan merupakan fenomena alam yang tidak bisa dikendalikan dan sulit untuk diprediksi secara langsung. Curah hujan yang 

tinggi yang berlangsung lama dapat mengakibatkan banjir dan dampak negatif lainnya. Dengan memanfaatkan machine 

learning untuk prediksi curah hujan, memudahkan masyarakat untuk lebih berantisipasi. Hasil dari penelitian ini adalah 

prediksi dan pemetaan curah hujan pulau Jawa tanggal 1 April 2022 sampai 7 April 2022 dan bulan April 2022 sampai 

September 2022. Data yang digunakan adalah data curah hujan di setiap stasiun cuaca di pulau Jawa periode 2010-2021. 

Digunakan dua pemodelan yaitu model harian dan bulanan. Model harian didapatkan nilai akurasi sebesar 67% sedangkan 

pada model bulanan didapatkan nilai akurasi sebesar 88%. Nilai akurasi harian lebih kecil dikarenakan data yang digunakan 

lebih banyak dibanding data bulanan, sedangkan metode naive bayes kurang cocok dengan data banyak. Namun, evaluasi 

tidak hanya berfokus pada akurasi, tetapi juga hasil perhitungan precision, recall, dan f1-score. Semivariogram yang 

digunakan pada model harian adalah spherical dengan rata-rata RMSE 1,021. Untuk model bulanan menggunakan semivari-

ogram gaussian dengan rata-rata RMSE 0,34. Hasil pemetaan penelitian ini dapat digunakan masyarakat untuk mengan-

tisipasi dampak dari curah hujan yang akan terjadi. 

   

Kata Kunci: Naïve bayes, simple kriging, interpolasi, klasifikasi. 

 

ABSTRACT 

This study discusses the development of a prediction model for the classification of rainfall based on time in Java. The 

method used in this research is naive bayes and simple kriging. Naive Bayes is used for classification prediction, while simple 

kriging is an interpolation method used for mapping. There are two scenarios used, that is building a prediction model for 

daily and monthly rainfall classification, with data taken from 27 weather stations on the island of Java from 2010 to 2021. 

The results obtained in the classification process are an accuracy value of 67% for the daily model and 88% for the monthly 

model. The daily model data uses a spherical semivariogram with an average RMSE of 1,021. For the monthly model data 

using a Gaussian semivariogram with an average RMSE of 0,34. Then interpolation using simple kriging for mapping rainfall. 

The results of this study are predictions for the classification and mapping of daily rainfall models from April 1 to April 7 2022 

and monthly models from April to September 2022. The contribution of this research is to provide predictive information and 

mapping of future rainfall so that public people can anticipate more. 

  

Keywords: Naïve bayes, simple kriging, interpolation, classification. 

 

I. INTRODUCTION 

EATHER and climate are natural phenomena whose existence is important in determining human ac-

tivities. For example, weather and climate information is used as a reference in agriculture for deter-

mining the planting period and transportation for aircraft departure schedules. Weather is a natural phe-

nomenon that tends to be uncontrollable[1]. One form of weather and climate is rainfall. High rainfall usually 

occurs in December-March every year. One of the impacts of high rainfall is flooding. One of the areas experiencing 

flooding is Jakarta. In 2007 Jakarta was hit by a big flood[2]. It is reported that almost 70% of the Jakarta area is 

inundated by water. 

 Weather and climate information increases as unusual natural phenomena increase [3]. The impact of high rain-

fall can be minimized by providing predictive information on the occurrence of unusual rainfall in the future. One 

of the Government Institutions that provide rainfall prediction data is BMKG. According to BMKG, predictions 

for 2022-2023 will be more accurate due to changes in the seasonal zone data used. Previously used the 1981-2010 

season zone, now updated to 1991-2020. However, it is possible that the predictions made are incorrect. 

The size of the intensity of rainfall cannot be regulated by human intervention but can be predicted. Accurate 

rainfall prediction is needed to anticipate the negative impact of high rainfall. Thus, it is possible to conduct research 

W 



E-ISSN : 2540 - 8984 

 

JIPI (Jurnal Ilmiah Penelitian dan Pembelajaran Informatika) 

Volume 07, Nomor 04, Desember 2022 : 1244 - 1253 

 

 

1245 

 

on rainfall prediction. Research[4] are air temperature, wind, exposure time, and relative humidity. used the attrib-

utes of air temperature, wind, exposure time, and relative humidity. Prediction is done by classification using ma-

chine learning on the data provided. Based on this research, there are still shortcomings, namely the attributes used 

are still few and the results obtained do not display a mapping only predictive values. 

 One of the well-known machine learning methods for the classification process is Naive Bayes. Naïve Bayes 

was discovered in the 18th century by Thomas Bayes using Bayes' formula[5]. Research conducted by Slamet 

Triyanto et al in 2021 predicts flood disaster classification based on rainfall using naive Bayes and obtains an 

accuracy of 79.16%[6]. In 2018 research was also conducted by Nabila and Siti to predict rainfall in the city of 

Subang[7]. The study compares several classification methods with evaluation using RMSE and for the nave Bayes 

model, the RMSE value is 0.37 which is a fairly good value. However, in this study, only 5 parameters were used. 

In 2018, A. K. Sharma et al compared 4 methods for the prediction of rainfall in India[8]. One of the methods used 

is nave Bayes which obtains accuracy above 96% for each different area. Research[9] conducted by A. U. Uzmi et 

al in 2021 carried out a classification of rainfall using Naive Bayes and obtained an accuracy of 96%. Based on 

several previous studies, the nave Bayes method is a fairly good method for classifying rainfall. 

 The availability of rainfall prediction maps will greatly help the community, especially farmers, to more easily 

understand the results of rainfall predictions. However, in several previous studies, there has been no research that 

produces output in the form of predictive maps. S. S. Prasetyowati et al conducted research on air pollution in 2020 

in the Bandung area and produced output in the form of a prediction map of air pollution in the next few years 

using the Simple Kriging method[10]. In the same year, the research of M. Hassim et al. compared several inter-

polation methods to map rainfall in the Langat river area, Malaysia and the final result obtained is the simple kriging 

method is the most optimal method because it has the smallest RMSE value[11]. In 2021, [12] research will inter-

polate rainfall in Pakistan. One of the interpolation techniques used is Simple Kriging. The average RMSE value 

is 0.365 for each semivariogram model used and includes the smallest RMSE compared to other interpolation 

techniques. In the same year, an interpolation study using simple kriging was also carried out and the RMSE value 

was 0.93[13]. 

 In some of the rainfall prediction studies above, the attributes used are still few and there is no output in the form 

of mapping. In research on interpolation, the resulting output still does not produce a mapping according to the 

existing map form. So, from these several factors, it is an opportunity to conduct research on the prediction of 

rainfall classification using Naive Bayes and mapping with simple kriging interpolation. The addition of attributes 

and outputs that adjust the shape of the map will be added to this research. The results of this study are predictions 

for the next few days and months according to the data used. It is hoped that this research can be useful for the 

general public to better anticipate the impact of rainfall. 

II. RESEARCH METHOD 

The first time this research was carried out was to take datasets from the BMKG website in the period 2010 to 

2021 for weather stations located on the island of Java. Next is data processing so that the data can be processed. 

Then perform classification predictions using the Naïve Bayes method. After knowing the prediction results using 

nave Bayes, kriging interpolation is carried out to produce a prediction map for rainfall classification for the next 

few years using Simple Kriging. For a clearer flow can be seen in Figure 1. 
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Figure 1 Classification and mapping process 

A. Dataset 

The dataset used in this study was taken from several BMKG observation stations on the island of Java. There 

are 9 parameters used in this study, namely, wind direction at maximum speed, rainfall, maximum final speed, 

average wind speed, average humidity, irradiation time, maximum temperature, minimum temperature, and average 

temperature. 

B. Preprocessing 

Preprocessing is the process of converting raw data into data that is ready to be processed for modeling. There 

are several stages in data preprocessing, namely overcoming null or empty values, labeling rainfall classes, nor-

malizing, and dividing training data and test data. 

C. Naïve Bayes 

Nave Bayes is one of the most popular classification methods in the machine learning field. Nave Bayes mod-

els are useful for large datasets because they are easy to build and easy to understand [7]. The nave Bayes method 

yields the validity of probability theory, but cannot perform the inferentiality of many closely related rules. The 

advantage of the nave Bayes method is that it produces a fairly high accuracy value[14]. The nave Bayes equa-

tion can be seen in (1). 

 

𝑃(𝐻|𝑋) =  
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
 (1) 

 

Where H is hypothesis and X is sample data. While P(H) is observed probability and P(X) is previous probability. 

 
From the beginning, the nave Bayes method classifies the probability values of a dataset. This can be done if 

the dataset used is discrete data. However, this study uses continuous data which if using the usual nave Bayes 

model will not work. Several methods have been introduced to overcome the problems in ordinary nave bayes. 

Gaussian Naïve Bayes classification is a nave Bayes method to overcome research in the form of continuous 

data. Gaussian nave Bayes uses the assumption that it has Gaussian distribution on values labeled as a class or 

can be called continuous data[15]. The formula used is as follows: 

 

𝑃(ℎ𝑗) =
1

√2𝜋𝜎2
𝑒𝑥𝑝

(ℎ𝑗−𝜇)2

2𝜎2  (2) 

 

Where hj is likelihood, 𝜎 is standard deviation, and 𝜇 is mean for the data. 

D. Evaluation 

After the classification, it is necessary to know the performance of the built model. To determine the value of 

performance evaluation is carried out. The evaluation that will be used is the Confusion Matrix. By knowing the 
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total prediction is correct, it is possible to see the accuracy value[14]. The confusion matrix can be seen in Table 

I. 
TABLE I 

CONFUSION MATRIX 

 

 

Classification 

+ - 
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si
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 + True Positives(TP) False Negative(FN) 

- False Positives(FP) True Negatives(TN) 

 

Based on table I , TP is positive and correct predictive data, FP is negative and true predictive data, FN is posi-

tive and false predictive data, and TN is negative and incorrect predictive data. Parameters evaluated are accu-

racy, precision, recall, and F1-score. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
× 100%  (3) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
× 100%  (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
× 100%  (5) 

 

𝐹1 –  𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
× 100%  (6) 

 

E. Semivariogram Model 

The process of preparing the prediction map starts with determining the best semivariogram model, which is 

then followed by simple kriging interpolation. The determination of the semivariogram model is done by match-

ing the pattern between the experimental and theoretical semivariogram, based on the smallest RMSE value[10]. 

Below are some of the most popular semivariogram models [16] which may be used in this research: 

1. Spherical 

𝑦(ℎ) = {
𝐶0 + 𝐶                  ℎ > 𝑟

𝐶0 (
3ℎ

2𝑟
−

1

2
(

ℎ

𝑟
)

3
)      0 < ℎ ≤ 𝑟

 (7) 

 

2. Exponential 

𝑦(ℎ) = {
0                                         ℎ = 0
𝐶0{1 − 𝑒𝑥𝑝(−|ℎ|/𝑟)}   0 < ℎ

 (8) 

 

3. Gaussian 

𝑦(ℎ) = 𝐶0 (1 − 𝑒𝑥𝑝 (
−|ℎ|

𝑟
)

2
) (9) 

 

 Where 𝐶 is sill, 𝑟 is range, and ℎ is lag 

 

F. Simple Kriging 

After determining the best semivariogram model, then kriging interpolation is carried out to produce a predictive 

map. One of the kriging methods is Simple Kriging. Simple kriging uses a known and constant population 

means[17]. Simple kriging is the method with the simplest calculations, but the fewest parameters to vary [18]. 
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Simple kriging using affine linear equation [19]: 

 

𝑍∗(𝑥) = 𝑚 + ∑ 𝜆𝑖[𝑍(𝑥𝑖) − 𝑚]𝑛
𝑖=1  (10) 

 

Where 𝑚 is mean and 𝑛 is amount of data. 

 

The error estimator between the unknown truth and the kriging estimator is 𝜀 =  𝑍(𝑥)  −  𝑍 ∗ (𝑥). Kriging in-

terpolation is obtained by minimizing squad error (𝜖 2). Can be described in the formula: 

 
∑ 𝜆𝑖𝐶𝑖𝑗 = 𝐶0𝑗

𝑛
𝑖=𝑖  (11) 

 

Where 𝐶 is covariance. 

G. Mapping 

After the kriging interpolation will produce a rainfall prediction map for the island of Java on April 1, 2022 - 

April 7, 2022 and April 2022 - September 2022. 

III. RESULT AND ANALYSIS 

A. Data 

In this study, the data class consists of 6 categories. The purpose of giving this category is to represent classes 

with a range of rain values according to BMKG guidelines. The categories are 0 is cloudy, 1 light rain, 2 moderate 

rain, 3 heavy rain, 4 very heavy rain, 5 extreme rain. 

 
TABLE II 

RAINFALL CLASS LABEL 

Value Range Category Class 

RR < 0  Cloudy 0 

0 < RR < 20 Light rain 1 

20 < RR < 50 Moderate rain 2 

50 < RR < 100 Heavy rain 3 

100 < RR < 150 Very heavy rain 4 

RR > 150 Extreme rain 5 

  

B. Testing 

Testing is divided into two models, namely daily and monthly. Each model is classified using nave Bayes and 

simple kriging interpolation. 

1. Naïve Bayes Classification 

In the classification process the confusion matrix is used to measure the performance of each model. The 

parameters used are accuracy, precision, recall, and f1-score.  

 
TABLE III 

CLASSIFICATION EVALUATION RESULTS 

Model Accuracy Precision Recall F1-score 

Daily 67% 64% 67% 65% 

Monthly 88% 92% 88% 90% 

 

Based on the test results, it was found that the difference in accuracy values was quite high between the 

daily and monthly models. The daily model got 67% accuracy, 64% precision, 67% recall, and 65% f1-score. 

The monthly model got 88% accuracy, 92% precision, 88% recall, and 90% f1-score. The difference in 

accuracy values between the daily model and the monthly model is because the daily model uses more data 
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than the monthly model, while the Nave Bayes method is more suitable for fewer data. So for the daily 

model, the nave Bayes method is not suitable. 

2. Semivariogram Model Selection 

The best semivariogram model was selected for simple kriging interpolation. There are 3 models tested, 

namely spherical, exponential, and Gaussian. Model selection is based on the smallest RMSE value. The 

table below is the test results. 
TABLE IV 

DAILY MODEL RMSE CALCULATION 

Daily 1 April 2022 2 April 2022 3 April 2022 4 April 2022 5 April 2022 6 April 2022 7 April 2022 

Spherical 0,845 1,061 1,147 1,034 0,867 1,053 1,142 

Exponential 0,888 1,098 1,149 1,036 0,87 1,046 1,179 

Gaussian 0,853 1,035 1,146 1,037 0,881 1,169 1,143 

 

The daily model RMSE calculation obtained three minimum values for the spherical model on April 1, 4, 

5, and 7, the exponential model for one on April 6, and two for the Gaussian model on April 2 and 3. So, the 

semivariogram model used for mapping is a spherical model because it has the highest minimum RMSE 

value compared to other models. 
TABLE V 

MONTHLY MODEL RMSE CALCULATION 

Monthly April May June July August September 

Spherical 0,271 0,215 0,449 0,283 0,4 0,427 

Exponential 0,271 0,215 0,449 0,282 0,4 0,427 

Gaussian 0,271 0,215 0,445 0,282 0,4 0,427 

 

The monthly RMSE calculation model obtained the minimum value in June and July for the gaussian model 

and the same minimum value in July for the exponential model. For other months, the RMSE value obtained 

is the same. So, the selection of the semivariogram model for the monthly model is the Gaussian model. 

Based on the analysis of the RMSE semivariogram test. In the daily model, the best semivariogram is the 

spherical model, while in the monthly model, the best semivariogram is the gaussian model. 

C. Testing Result 

There are 2 results in this study, namely prediction and mapping results in both daily and monthly models. 

1. Prediction Result 

Based on the nave Bayes classification, the prediction results are obtained for 7 days starting from April 

1, 2022 - April 7 2022 and prediction results for 6 months starting from April 2022 - September 2022. 

 
TABLE VI 

DAILY MODEL PREDICTION 

Location 

01-Apr-

22 

02-Apr-

22 

03-Apr-

22 

04-Apr-

22 

05-Apr-

22 

06-Apr-

22 

07-Apr-

22 

Geophysic_Tangerang 2 5 2 2 2 2 5 

South_Tangerang_Climatology 1 1 1 1 1 1 1 

Meteorology_Budiarto 2 2 2 2 2 2 5 

Meteorology_Maritim_Serang 2 2 2 2 2 2 2 

Meteorology_Soekarno_Hatta 1 1 1 1 1 1 1 

Geophysic _Sleman 1 1 1 1 1 2 2 

Meteorology_Kemayoran 1 1 1 1 1 1 2 

Meteorology_Maritim_Tanjung_Priok 1 1 1 1 2 2 1 

Geophysic _Bandung 1 1 1 1 1 1 1 

Climatology_Bogor 1 1 1 1 1 1 1 

Meteorology_Citeko 1 1 1 1 1 1 0 

Meteorology_Kertajati 1 1 1 1 1 2 2 

Meteorology_Tegal 0 0 1 1 1 1 1 

Meteorology_Tunggul_Wulung 5 5 5 5 5 5 2 
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Meteorology_Maritim_Tanjung_Emas 1 1 0 0 1 1 1 

Meteorology_Ahmad_Yani 1 1 1 1 2 5 1 

Climatology_Semarang 1 1 1 1 1 2 2 

Meteorology_Sangkapura 1 1 1 1 1 1 1 

Meteorology_Perak_I 1 1 1 1 1 1 2 

Meteorology_Maritim_Tanjung_Perak 1 1 1 1 1 1 0 

Meteorology_Kalianget 1 1 1 1 1 1 0 

Meteorology_Juanda 1 1 1 1 1 1 1 

Meteorology_Banyuwangi 1 1 5 1 1 1 1 

Climatology_Malang 1 1 1 1 1 1 1 

Geophysic _Pasuruan 1 1 1 1 1 2 2 

Geophysic _Nganjuk 1 1 1 1 2 4 1 

Geophysic _Malang 1 1 2 4 1 1 1 

 
TABLE VII 

MONTHLY MODEL PREDICTION 

Location April May June July August September 

Geophysic _Tangerang 1 1 1 1 0 0 

South_Tangerang_Climatology 2 1 1 1 1 0 

Meteorology_Budiarto 1 1 1 1 0 0 

Meteorology_Maritim_Serang 1 1 0 1 0 0 

Meteorology_Soekarno_Hatta 1 1 1 1 1 1 

Geophysic _Sleman 1 1 1 1 0 1 

Meteorology_Kemayoran 2 1 1 1 1 1 

Meteorology_Maritim_Tanjung_Priok 1 0 0 0 0 0 

Geophysic _Bandung 1 1 1 1 1 1 

Climatology_Bogor 1 1 1 1 1 1 

Meteorology_Citeko 1 1 1 1 1 1 

Meteorology_Kertajati 1 1 0 1 1 1 

Meteorology_Tegal 1 1 1 1 1 0 

Meteorology_Tunggul_Wulung 1 1 2 2 1 1 

Meteorology_Maritim_Tanjung_Emas 1 1 1 1 1 1 

Meteorology_Ahmad_Yani 1 0 1 1 1 1 

Climatology_Semarang 1 1 1 1 1 1 

Meteorology_Sangkapura 1 1 1 1 1 1 

Meteorology_Perak_I 1 1 1 1 1 1 

Meteorology_Maritim_Tanjung_Perak 1 1 1 1 1 1 

Meteorology_Kalianget 1 1 1 1 1 1 

Meteorology_Juanda 1 1 1 1 1 1 

Meteorology_Banyuwangi 1 1 0 1 1 1 

Climatology_Malang 1 1 1 1 1 1 

Geophysic _Pasuruan 1 1 1 1 1 1 

Geophysic _Nganjuk 1 1 1 1 1 1 

Geophysic _Malang 1 1 1 1 1 1 

 

2. Mapping Result 

Mapping using kriging interpolation is used to make the mapping results easier to read by the public. Be-

cause it is clearly visible areas that experience rainfall. Simple kriging performs rainfall interpolation for 

each point location of the existing weather station. 

The results of the daily model mapping are as follows: 
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Figure 2 Daily mapping 

Figure 2 shows the results of daily model predictions. In the daily model, the data obtained is more varied. 

On April 5 and 6, there was light rain for almost the entire island of Java. On April 3, 4, and 7, almost the 

entire island of Java had moderate rain and only about 5% of the area had light rain and about 5%  heavy 

rain. On April 1, about 60% of the area had light rain, 35% moderate rain, and 5% heavy rain. On April 2, 

about 40% of the area had light rain, 55% moderate rain, and 7% heavy rain. There are several areas that 

experience high rainfall, for example in the southwest part of West Java on April 1 and April 2 there is a red 

zone that indicates high rainfall. For in other areas, the rainfall is relatively normal. 



E-ISSN : 2540 - 8984 

 

JIPI (Jurnal Ilmiah Penelitian dan Pembelajaran Informatika) 

Volume 07, Nomor 04, Desember 2022 : 1244 - 1253 

 

 

1252 

 

 
Figure 3 Monthly mapping 

Figure 3 shows the results of monthly model predictions. In the monthly model, the data obtained are not 

very varied. In April, May, August, and September almost 100% of the area experiences light rain. In June 

there is about 7% moderate rain and the rest is light rain. In July around 55% moderate rain and 45% light 

rain. 

The daily accuracy value is 67% and the monthly accuracy value is 88% with mapping results that are easy 

to read. Compared to previous studies[6], [7], [8], and [9] it only show prediction results, and does not display 

mapping. While research [10] and [11] only shows mapping that does not adjust the shape of the map. In 

comparison, this study produces predictive and mapping values that adjust the shape of the map. 

IV. CONCLUSION 

This study combines the nave Bayes method for classification and simple kriging for interpolation, especially 

for Java. The daily model has an accuracy of 67% and the monthly model has an accuracy of 88%. It can be 

concluded that the nave Bayes method is not suitable for the daily model but is good for the monthly model. This 

can happen because the daily model has a lot of data, while the Naive Bayes model is devoted to small data. The 

final result of the research on the daily model shows that in the southwestern part of Central Java province and the 

northern part of Banten province, rainfall is higher than other areas. Meanwhile, in the monthly model, Central 

Java province experiences higher rainfall than other provinces. Based on the results of the daily mapping, early 

April experienced quite high rainfall in some areas and during monthly mapping in April the rainfall was relatively 

normal and the same for each area, this shows that after April 7 the rainfall experienced by each area was relatively 

normal or low. 
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