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ABSTRAK 

Penggunaan convolutional neural network sudah diterapkan terhadap berbagai macam aplikasi. Seperti dari pengklasifi-

kasian citra, pendeteksi dan pengenalan objek, dan lainnya. Pengklasifikasian citra merupakan salah satu aplikasi neural 

network yang paling umum. Pengklasifikasian citra utamanya dilakukan untuk mengidentifikasi dan mengategorikan citra 

sesuai dengan kelompok yang ditetapkan. Salah satu penerapannya adalah untuk membedakan antara satu jenis anjing dengan 

lainnya. Pengklasifikasian jenis anjing memiliki tantangan tersendiri karena terapat beberapa jenis anjing yang memiliki 

kemiripan ciri fisik, terutama jenis anjing dalam satu grup tertentu. Penelitian ini menjelaskan bagaimana cara untuk 

mengembangkan sistem pengklasifikasian jenis anjing dari grup sporting dengan menggunakan residual neural network (Res-

Net). Sistem ditujukan untuk lebih memudahkan manusia dalam membedakan jenis anjing tersebut. Digunakan lima jenis atau 

kelas anjing yang diambil dari dataset Tsinghua Dogs dataset. Dalam penerapannya, digunakan dua varian dari CNN untuk 

dibandingkan, yaitu ResNet 50 dan ResNet 101, dengan menggunakan konfigurasi yang sama. Berdasarkan hasil penelitian, 

ResNet 101 menunjukkan hasil rata-rata makro f1-score yang lebih baik dengan tetap mempertahankan akurasi yang tinggi. 

Varian ResNet 50 menghasilkan f1-score sebesar 84%, sedangkan ResNet 101 menciptakan hasil f1-score 86%. 

   

Kata Kunci: convolutional neural network, image classification, jenis anjing, residual network. 

 

ABSTRACT 

The use of convolutional neural networks has been applied to various applications. Such as image classification, object 

detection and recognition, and others. One of the most popular uses for neural networks is image classification. Image clas-

sification mainly identifies and categorizes images according to the specified group. One application is to distinguish between 

one type of dog to another. Classification of dog breeds has its challenges because several kinds of dogs have similar physical 

characteristics, especially those that belong to the same group. This study explains how to develop a dog breed classification 

system from a sporting group using a residual neural network (ResNet). The system's goal is to make it simpler for people to 

identify the dog breed. Five types of dog breeds were used, which were obtained from the Tsinghua Dogs dataset. In its 

implementation, two variants of CNN are used to be compared, ResNet 50 and ResNet 101, using the same configuration. 

Based on the research results, ResNet 101 shows better macro-average f1-score results while maintaining high accuracy. The 

ResNet 50 produces an f1-score of 84%, while ResNet 101 makes an f1-score of 86%. 

  

Keywords: convolutional neural network, dog breeds, image classification, residual network. 

 

I. INTRODUCTION 

ATELY, we have seen various usage of neural network applications, for example, a recommendation sys-

tem, object recognition or detection, and image classification [1]. Using a neural network allows these ap-

plications to be carried out more quickly and gives better accuracy than traditional methods [2]. 

In image classification, Convolutional Neural Network (CNN) learns the features owned by the data during 

training. It has been applied in various fields. For example, it is used to classify medical images [3], determine 

indoor and outdoor scenes [4], and many more. However, one object that is quite difficult to differentiate is the 

type of dog, especially a group of dogs with similar size, shape, color, and other physical characteristics. It happens 

because CNN is difficult to study the specific features owned by the object to be classified [5]. 

Several studies have been conducted in classifying dog breeds. These studies used various methods and ap-

proaches to classify dog breeds. The process is made using a conventional algorithm and a neural network. The 

average accuracy value obtained from these studies is very high (above 85%) [5]–[7]. However, there is still no 

research on the classification of dog breeds against one particular group. 

In using the conventional approach, classification is done by different feature extraction methods. One of them 

is to use part localization. By using this approach, the degree of classification accuracy can be increased with parts 
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that fit around the dog [8]. In addition, it is also carried out using landmark-based representations around the dog 

image. The accuracy performance of this approach can rival other classification methods with feature extraction 

[7]. 

Meanwhile, the use of neural networks is generally based on the CNN model. Researchers tend to use several 

different architectures of CNN, such as VGG-16 [9], LeNet, GoogLeNet [5], and yolov3 [6]. Using neural networks 

could make the accuracy value higher than other traditional methods [2]. 

The datasets used in the research also vary. Some collect or download dog images [8], and others use the Stanford 

Dogs dataset [5], which consists of 120 dog classes or breeds with a total of 20.580 images [10]. However, in 2020, 

Tsinghua University introduced a new dog breed image dataset consisting of 70.428 images with 130 dog breeds 

called the Tsinghua Dogs dataset [11]. 

In this work, we propose a sporting group dogs classification using CNN. We analyze two kinds of ResNet 

architectures to classify five types of retriever dogs that belong to the sports group [12].  

II. RESEARCH METHODS 

This section describes the research methods used in building the classification system, as shown in Figure 1. 

A. Dataset 

We use the Tsinghua Dogs dataset to build our dogs classification system. As mentioned previously, it has 130 

dog breeds with 70,428 images. In addition, annotations are also available in class labels and bounding boxes of 

the dog's head and body. This dataset provides images with high and low resolution. 

We use five types of dog breeds in building the system: Golden Retriever, Labrador Retriever, Chesapeake Bay 

Retriever, Flat-coated Retriever, and Curly-coated Retriever. The number of images per class used can be seen in 

Table 1. Examples of images of each class can be seen in Figure 2 to Figure 6. 

 

 
Fig. 1.  Dog breed classification system workflow 

TABLE I 

DATASET 

Class Quantity 

Chesapeake Bay Retriever 215 

Curly Coated Retriever 202 

Flat Coated Retriever 206 

Golden Retriever 5,355 

Labrador Retriever 3,580 

Total Data 9,558 
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These five types of dogs are among the most common dog breed groups, namely the sporting group type [12]. In 

addition, these breeds have a similar appearance, distinguished by color, coat or skin type, and others. Sometimes 

it is hard to tell those differences, especially for ordinary people. 

The dataset is divided into train, validation, and test at this stage. The datasets are split randomly with a ratio of 

70%, 10%, and 20% for train, validation, and test data. The results of the division are listed in Table 2. In this study, 

no data preprocessing was carried out on the dataset. 

B. Residual Neural Network Architecture 

Residual neural network (ResNet) is one of the architectures of the CNN model developed by Kaiming He, 

Xiangyu Zhang, Shaoqing Ren, and Jian Sun. This development is motivated by the increasing difficulty of training 

deeper neural networks. ResNet aims to create a deeper network by using the residual function. This function is 

easier to optimize and can improve accuracy with greater depth [13]. 

 
Fig. 2.  Golden Retriever 

 

 
Fig. 3.  Labrador Retriever 

 

 
Fig. 4.  Cheasapeake Bay Retriever 

 

 
Fig. 5.  Flat-coated Retriever 

 

 
Fig. 6.  Curly-coated Retriever 

 

TABLE II 

DATASET DISTRIBUTION 

Class 

Number of Data (Images) 

Train Valid Test 

Chesapeake Bay Retriever 150 21 44 

Curly Coated Retriever 141 20 41 

Flat Coated Retriever 144 20 42 

Golden Retriever 3,748 535 1,072 

Labrador Retriever 2,506 358 716 

Total Data 6,689 954 1,915 
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ResNet is divided into several variants, one of the most famous being ResNet34, ResNet50 and ResNet101. 

These variants are distinguished by the number of neural network layers they have. For example, ResNet50 has 50 

neural network layers, ResNet 101 has 101 neural network layers, and so on. 

ResNet works by using residual or building blocks. Residual learning is carried out in several overlapping layers. 

The residual block is shown in Figure 7. 

The building block is defined as (1), where x and y are the input and output vectors of the layer. The function F 

(x, {Wi}) represents the residual mapping to be studied [13]. 

This research uses ResNet 50 and ResNet 101. Using ResNet architecture, we could prevent the increasing value 

of training and testing loss when using a large number of layers, which usually happens using other CNN models. 

ResNet uses an identity shortcut connection to skip specific layers that could reduce the performance [13]. The 

difference between ResNet 50 and ResNet 101 is the number of layers. ResNet 101 has an additional 51 layers 

compared to ResNet 50, thus making it potentially slower to train, but it should also give better results than ResNet 

50. Convolutional layers are used in both ResNet variants, and dense, dropout, and pooling layers were added. 

The results of the classification of the two architectures are then compared using a performance measure. System 

development is carried out using the TensorFlow library. Both models use a pre-trained model on the ImageNet.  

C. Performance Measure 

 F1-score is used as the primary metric to measure the performance classification results. In addition, metrics 

that can be obtained from confusion metrics are also used: accuracy, precision, and recall [14]. The overall formula 

is obtained based on: TP (true positive), TN (true negative), FP (false positive), and FN (false negative) [15]. The 

following equations are the formula for the four metrics. Overall accuracy is shown in (2), precision in (3), recall 

in (4), and f1-score in (5). 

True indicates that the predicted data is correct in both positive and negative classes. In comparison, false indi-

cates that the predicted data is wrong, both in the positive and negative classes. It also applies to multi-class clas-

sification with positive and negative values replaced based on existing classes. 

III. RESULT 

This section explains the result during model training, using data train and validation, and testing using data tests. 

During training, validation accuracy and loss are the two main metrics to measure in each epoch. While in the 

testing phase, the performance measure mentioned previously is used as a measurement. 

As mentioned previously, this research used two ResNet variants, ResNet 50 and Resnet 101. Both used the same 

configuration: image input is resized to 224x224 by width and height, with 32 batch size, twenty-five epochs, and 

four neural network layers consisting of two dense layers with 512 and two dropout layers with 0.3 rate used 

alternately. 

𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑥 (1) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

𝐹1 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (5) 

 
Fig. 7.  Building Blocks [13] 
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The results from training the model ResNet 50 and ResNet 101 are visualized in Figure 8 and Figure 9. A more 

detailed version also can be seen in Table 3. 

 As can be seen from Figure 8, Figure 9, and Table 3, the performance from ResNet 101 is significantly better 

compared to ResNet 50 in both validation accuracy and validation loss. The validation accuracy in ResNet 50 

averaged at 0.9283, with the highest of 0.9350. On the other hand, the ResNet 101 averaged at 0.9363 with the 

highest validation accuracy of 0.9455. Regarding validation loss, the ResNet 50 scored 0.2045 for the lowest value 

with an average of 0.2614. while the ResNet 101 averaged 0.2220 with the lowest of 0.1757. It is also to be noticed 

that when using the ResNet 101, the fluctuations in validation loss happened less compared to using ResNet 50. 

 

 
Fig. 8.  Training and Validation Accuracy Comparison using ResNet 50 & Res-

Net 101 

 
Fig. 9.  Training and Validation Loss Comparison using ResNet 50 & ResNet 

101 
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Based on the training result, the models with the highest validation accuracy from both variants are chosen to be 

used to test using test data. In this case, the 9th epoch model from ResNet 50 has a validation accuracy of 0.9350 

and a validation loss of 0.2126. Also, the last epoch model from ResNet 101 with validation accuracy of 0.9455 

and validation loss of 0.2891 (marked as bold in Table 3) is chosen. 

Table 4 shows two confusion matrices in both models. The diagonal element from top left to bottom right repre-

sent the number of correctly classified images according to their class (marked as bold in Table 4). Class order 

from left to right or top to bottom is according to the order of classes in Table 2. From Table 4, it can be seen that 

the majority of the images are classified correctly. The ResNet 101 shows slightly better classification performance 

on the first three dog breeds with the lowest number of data tests: Chesapeake Bay Retriever, Curly Coated Re-

triever, and Flat Coated Retriever. While ResNet 50 shows better performance on the last two dog breeds: Golden 

Retriever and Labrador Retriever. This happens probably because of the data imbalance, making it hard for ResNet 

50 to classify dog breeds with more minor data. 

 

TABLE III 

TRAINING RESULTS 

Epoch 

ResNet 50 ResNet 101 

val_acc val_loss val_acc val_loss 

1 0.9245 0.2588 0.9182 0.2205 

2 0.9224 0.2431 0.9277 0.1965 

3 0.9319 0.2045 0.9340 0.1778 

4 0.9319 0.2138 0.9340 0.1765 

5 0.9203 0.2262 0.9308 0.1791 

6 0.9287 0.2076 0.9361 0.1835 

7 0.9266 0.2121 0.9382 0.1810 

8 0.9266 0.2230 0.9382 0.1757 

9 0.9350 0.2126 0.9319 0.2096 

10 0.9319 0.2286 0.9413 0.1762 

11 0.9256 0.2186 0.9444 0.1917 

12 0.9235 0.2432 0.9361 0.1941 

13 0.9235 0.2701 0.9392 0.2071 

14 0.9266 0.2547 0.9361 0.2329 

15 0.9319 0.2701 0.9319 0.2163 

16 0.9340 0.2709 0.9371 0.2322 

17 0.9277 0.2901 0.9382 0.2344 

18 0.9287 0.2701 0.9382 0.2462 

19 0.9287 0.3150 0.9361 0.2565 

20 0.9308 0.3043 0.9403 0.2716 

21 0.9256 0.3326 0.9371 0.2745 

22 0.9266 0.3077 0.9361 0.2770 

23 0.9340 0.3036 0.9392 0.2723 

24 0.9308 0.3168 0.9423 0.2797 

25 0.9298 0.3381 0.9455 0.2891 

average 0.9283 0.2614 0.9363 0.2220 

 

TABLE IV 

CONFUSION MATRICES 

ResNet 50 ResNet 101 

27 0 1 5 11 29 0 2 6 7 

2 32 1 4 2 1 33 1 4 2 

0 2 29 4 7 1 1 33 3 4 

0 0 0 1,029 43 0 0 0 1,024 48 

2 2 2 44 666 1 2 48 48 663 
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Table 5 shows the report of the ResNet 50, while Table 6 shows the report of ResNet 101. It showed that ResNet 

101 performs slightly better than the ResNet 50 in almost every metric in each class. The values of recall and f1 

score showed a subtle increase in the first three classes and remained the same for the other two. It can also be seen 

from the increasing macro-average value of recall and f1-score. The value of weighted-average precision, recall, 

and f1-score also remains the same. The same thing also happens with the overall accuracy. An exception to pre-

cision is a slight decrease in precision values for three classes: Flat Coated Retriever, Golden Retriever, and Lab-

rador Retriever. It can also be represented by the decreased value of the macro-average precision by 0.1. 

Figure 10 and Figure 14 were correctly classified data using ResNet 50, while Figure 11 and Figure 15 were 

correctly classified data using ResNet 101. These images were correctly categorized, possibly because the pictures 

show all the dog’s characteristics and have no additional object besides the dogs. These unwanted objects could 

potentially make the model falsely classify the data, as shown in Figure 12, Figure 13, and Figure 16. However, 

Figure 17 possibly happened because that specific image doesn't reflect the dog's general characteristics from data 

training. 

IV. CONCLUSION 

Based on the experiments conducted, the performance of ResNet 101 is better than ResNet 50. It is shown from 

the f1 score value, which is superior by 0.2 compared to ResNet 50 while also maintaining the same high accuracy. 

TABLE V 

RESNET 50 CLASSIFICATION REPORT 

 Precision Recall F1-score Support 

Chesapeake Bay Retriever 0.87 0.61 0.72 44 

Curly Coated Retriever 0.89 0.78 0.83 41 

Flat Coated Retriever 0.88 0.69 0.77 42 

Golden Retriever 0.95 0.96 0.95 1,072 

Labrador Retriever 0.91 0.93 0.92 716 

     

accuracy   0.93 1,915 

macro avg 0.90 0.79 0.84 1,915 

weighted avg 0.93 0.93 0.93 1,915 

 

 

 

 

 

 

 

 

 

TABLE VI 

RESNET 101 CLASSIFICATION REPORT 

 Precision Recall F1-score Support 

Chesapeake Bay Retriever 0.91 0.66 0.76 44 

Curly Coated Retriever 0.92 0.80 0.86 41 

Flat Coated Retriever 0.87 0.79 0.82 42 

Golden Retriever 0.94 0.96 0.95 1,072 

Labrador Retriever 0.92 0.93 0.92 716 

     

accuracy   0.93 1,915 

macro avg 0.91 0.83 0.86 1,915 

weighted avg 0.93 0.93 0.93 1,915 

 

 

 

 

 
Fig. 10.  Chesapeake Bay Retriever 

Correctly Classified using ResNet 

50 

 
Fig. 11.  Flat Coated Retriever Cor-

rectly Classified using ResNet 101 

 
Fig. 12.  Chesapeake Bay Retriever 

Misclassified as Golden Retriever 

using ResNet 50 

 
Fig. 13.  Flat Coated Retriever Mis-

classified as Labrador Retriever us-

ing ResNet 101 

 
Fig. 14.  Curly Coated Retriever 

Correctly Classified using ResNet 

50 

 
Fig. 15.  Golden Retriever Cor-

rectly Classified using ResNet 101 

 
Fig. 16.  Curly Coated Retriever 

Misclassified as Golden Retriever 

using ResNet 50 

 
 Fig. 17.  Golden Retriever Misclas-

sified as Labrador Retriever using 

ResNet 101 
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It can be said that using the ResNet architecture with more layers can improve overall performance, as indicated 

by the increase in the f1-score value. However, it should also be noted that there is a decrease in some metric values. 

This happens likely due to an imbalance in the data held in each class. Therefore, it is better to do further data 

preprocessing so that the difference in data frequency in each class is not too significant, preventing the model from 

leaning towards a specific class. 

In addition, it is necessary to use ResNet with the correct number of layers. Because some metrics are not im-

proving, it is possible that using the ResNet architecture with too many layers does not produce significant im-

provements, or even overfitting can occur. 
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