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ABSTRACT 

Social media is a platform that makes it easier for users to interact and get to know each other because in social media 

there are profiles, statuses, and user uploads. Therefore, many studies utilize social media because there is much information 

that can be explored on social media, one of which is research on the personality classification of social media users. However, 

many studies related to personality classification of social media users have failed due to too many model target classes, which 

result in low accuracy. In this research, the author uses the Myers-Briggs Type Indicator (MBTI) model, which is focused on 

only two personality classes, namely "Introvert/Extrovert" and "Sensor/Intuitive" with the features type of work and interest 

in information which are feature representations of the personality class used to reduce the target class with Decision Tree 

classification method. The best accuracy result is 95.87% after classifying using two personality classes. 
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I. INTRODUCTION 

OCIAL media is online media with users who can easily participate, share, and create multi-blog content, 

social networks, wikis, forums, and virtual worlds. Blogs, social networks, and wikis are the most common 

forms of social media used by people in the world [1]. Every social media user can interact with other 

users even though they do not know each other. Therefore, social media users will find many types of personalities 

from their profiles, status, and uploads. 

Personality is the way a person reacts and interacts with others. Personality is a combination of individual be-

haviors, emotions, motivations, and mindset characteristics [2]. To find out the personality itself, the usual method 

is to interview or conduct a personality test. However, in recent years, deep learning has made significant progress 

in the field of natural language processing in text modeling [3], which makes personality classification unnecessary 

by interviewing or conducting personality tests, simply using existing data on social media. 

Classifying the personality of a social media user is a challenge, especially for someone who is not known just 

by looking at their profile, status, and uploads because a person's personality is very diverse. Models commonly 

used in personality classification are the Big Five Model and the Myers-Briggs Type Indicator (MBTI). Some 

studies that use the Big Five Model as used in research [4] with the Naïve Bayes classification method resulting in 

63% accuracy, K-Nearest Neighbors (KNN) resulting in 60% accuracy, and Support Vector Machine (SVM) with 

61% accuracy, research [5] with the Support Vector Machine (SVM) classification method resulting in 76.23% 

accuracy, and research [7] with the Naïve Bayes classification method resulting in 97.83% accuracy, Decision Tree 

resulting in 95.56% accuracy, and Support Vector Machine (SVM) with 95.56% accuracy. Whereas in research 

[6], using the Myers-Briggs Type Indicator (MBTI) model with the Naïve Bayes classification method resulted in 

an accuracy of 80%. From the results of several previous studies, there is no certainty about which model is the 

best in describing personality [7] because the accuracy produced by each classifier method is low due to the target 

class (personality). 

 Therefore, the author of this study will conduct personality classification using the MBTI model, which is 

focused on only two classes, namely Introvert/Extrovert and Sensor/Intuitive to reduce the number of target classes 

for higher accuracy. The features or attributes used are the type of user's work and the user's interest in information 

which represents the features or attributes of the Introvert/Extrovert and Sensor/Intuitive classes [8] with Decision 

Tree classification method. This classification method was chosen because Decision Tree is one of the supervised 

learning methods and has good accuracy based on previous research [7], so it is relevant to the research topic raised 

by the author. To measure the method's performance, the author uses confusion matrix to calculate the accuracy 

and f1-score of the model built. 
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II. RESEARCH METHOD 

The personality classification process based on the type of work and interest in information is carried out in 

several stages from start to finish. In detail, these stages can be seen in Figure 1. 

 

Figure 1. Personality Classification System Design 

A. Dataset 

The dataset used in this research is obtained from the kaggle.com website, which has been labeled based on the 

Myers-Briggs Type Indicator (MBTI) type and added from the results of crawling social media data based on the 

results of responses to surveys given to respondents. The survey provided contains the respondent's name and 

username for data crawling and 60 online personality test questions for data labeling. Data was crawled with twint 

tools with the keyword 'job' and retweets set True. Preview of the dataset can be seen in Table 1. 

 
TABLE I 

DATASET PREVIEW 
Type Posts 

ENTJ Now I'm interested. But too lazy to go research it, because it's time-consuming :( 

Welcome to the club, mate! 

ENTJ Still going strong at just over the two years mark. I have made noticeable changes 

and do not plan on slowing. I have attached my 2 year progress picture, but with my 

face cropped out, you know to 

INFP Personally, I was thinking this would be more of an SJ type job in a ways. I was having 

some issues a while back finding a job. 

ENFP He doesn't want to go on the trip without me, so me staying behind wouldn't be an 

option for him. I think he really does believe that I'm the one being unreasonable. 

INTP Software development.  My job is terrible for me because most of it is support-related. 

I need to be creating something interesting in order to be fulfilled by my work and I 

can so rarely do that. 

 

B. Pre-processing 

Before the data is used to build a classification model, the dataset is first preprocessed. Data preprocessing is 

used to convert raw data into data that can be processed to facilitate the retrieval of the information contained. The 

steps in the data preprocessing stage are as follows. 

1. Cleaning, a process to remove noise such as usernames, hashtags, special characters, and numbers.  

2. Casefolding, a process to replace words in textual data with lowercase. 

3. Tokenization, a process to break a sentence into the tokens or words that compose it. 

4. Stemming, a process to separate prefix, infix, suffix, and confix in derivative words into basic words. The 

stemmer used in this study is porterstemmer from Natural Language Toolkit (NLTK). 

5. Stopwords, a process to eliminate non-topic words to help reduce irrelevant features. The stopwords used in 
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this study is the English stopwords dictionary from Natural Language Toolkit (NLTK). 

 

Table 2 is an example of the application of each step in data preprocessing. 

 
TABLE II 

STEPS AND RESULTS PRE-PROCESSING 

Steps Posts 

Before Pre-processing Software development.  My job is terrible for me because most of it is sup-

port-related. I need to be creating something interesting in order to be fulfilled 

by my work and I can so rarely do that. 

Cleaning Software development My job is terrible for me because most of it is support-

related I need to be creating something interesting in order to be fulfilled by 

my work and I can so rarely do that 

Casefolding software development my job is terrible for me because most of it is support-

related i need to be creating something interesting in order to be fulfilled by my 

work and i can so rarely do that 

Tokenization [software, development, my, job, is, terrible, for, me, because, most, of, it, is, 

supportrelated, i, need, to, be, creating, something, interesting, in, order, to, 

be, fulfilled, by, my, work, and, i, can, so, rarely, do, that] 

Stemming [software, development, my, job, is, terrible, for, me, because, most, of, it, is, 

supportrelate, i, need, to, be, create, something, interest, in, order, to, be, ful-

fill, by, my, work, and, i, can, so, rarely, do, that] 

Stopwords [software, development, job, terrible, supportrelate, need, create, interest, order, 

fulfill, work, rarely] 

 

C. Feature Extraction 

Feature extraction is a process in text classification to convert unstructured textual formats into structured ones 

so that they can be processed by machine learning algorithms to be classified into predetermined classes [9]. The 

features used in this study are the type of work and the user's interest in information which is a representation of 

the attributes of the "Introvert/Extrovert" and "Sensor/Intuitive" classes in the Myers-Briggs Type Indicator 

(MBTI) model [8]. The user's interest in this information is determined by what information the user reposts or 

retweets. 

While the weighting method used in this study is TF-IDF because it is efficient, easy, and has accurate results 

[10]. TF is the frequency of occurrence of words in a sentence. Meanwhile, IDF itself has the following basic 

formula. 

 

𝐼𝐷𝐹𝑑𝑡 = 𝑙𝑜𝑔(
𝐷

𝐷𝑡
)                                        (1) 

 

D is the total data, and Dt is the number of words t that appear in one data D. The weighting formula with TF-

IDF is as follows. 

 
𝑊𝑑𝑡 = 𝑇𝐹𝑑𝑡 ∗ 𝐼𝐷𝐹𝑑𝑡                                       (2) 

 

Description: 

Wdt = value or weight of word t in document d 

TFdt = frequency of occurrence of word t in document d 

IDFdt = Inverse Document Frequency 

 
Tables 3 and 4 are the examples of documents from data collection that have been preprocessed and examples of 

TF-IDF calculations. 
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TABLE III 

SAMPLE DOCUMENTS 

Documents Posts 

D1 software development job need create interest order work 

D2 strong mark notice change plan slow attach progress crop 

 
TABLE IV 

TF-IDF 

Words 
             TF IDF 

Log(D/Dt+1) 

TF * IDF 

D1 D2 D1 D2 

software 1/8 = 0.125 0 Log(2/1) = 0.301 0.0376 0 

development 1/8 = 0.125 0 Log(2/1) = 0.301 0.0376 0 

job 1/8 = 0.125 0 Log(2/1) = 0.301 0.0376 0 

need 1/8 = 0.125 0 Log(2/1) = 0.301 0.0376 0 

create 1/8 = 0.125 0 Log(2/1) = 0.301 0.0376 0 

interest 1/8 = 0.125 0 Log(2/1) = 0.301 0.0376 0 

order 1/8 = 0.125 0 Log(2/1) = 0.301 0.0376 0 

work 1/8 = 0.125 0 Log(2/1) = 0.301 0.0376 0 

strong 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

mark 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

notice 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

change 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

plan 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

slow 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

attach 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

progress 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

crop 0 1/9 = 0.111 Log(2/1) = 0.301 0 0.0334 

 

D. Decision Tree 

The classification method used in this research is decision tree. Decision tree is a method that consists of nodes 

and leaves [11]. While in general, a decision tree is a hierarchical model consisting of discriminant functions ap-

plied by partitioning the feature space of a data set into a single, purely recursive subspace of classes [12]. There 

are several equations used in decision trees, among others. 

1. Entropy 

Entropy is a formula for measuring heterogeneity (diversity) of data sets [13]. The entropy formula is as 

follows [14]. 

 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ − 𝑝𝑖 ∗  log2 𝑝𝑖𝑛

𝑖=1                                (3) 

 

2. Information Gain 

Information Gain is a formula for measuring the effectiveness of attributes in classifying data calculated 

based on entropy [13]. The Information Gain formula is as follows [14]. 

 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆)𝑛

𝑖=1                          (4) 

 

3. Gain Ratio 

Gain Ratio is a formula developed from Information Gain, which has shortcomings in the form of bias [13]. 

The Gain Ratio formula is as follows [14]. 

 

𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜(𝑆, 𝐴) =
𝐺𝑎𝑖𝑛(𝑆,𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑆,𝐴)
                                 (5) 
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4. Split Information 

Split Information is a value that must be calculated before calculating the Gain Ratio. The Split Information 

formula is as follows [14]. 

 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑆, 𝐴) =  − ∑
𝑆𝑖

𝑆
 log2

𝑆𝑖

𝑆

𝑛
𝑖=1                                (6) 

E. Evaluation 

System performance is based on recall, precision, accuracy, and f1-Score values. 

1. Recall 

Recall is the amount of data with a positive category that is correctly classified by the system compared to 

all existing positive data [16]. The recall formula is as follows. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
                                       (7) 

 

2. Precision 

Precision indicates the amount of data with a positive category that is correctly classified by the system 

compared to all positive prediction data [16]. The precision formula is as follows. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
                                      (8) 

 

3. Accuracy 

Accuracy indicates the number of correctly classified data compared to the total data [16]. The accuracy 

formula is as follows. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                   (9) 

 

4. F1-Score 

F1-Score shows the harmonic average of precission and recall [16]. The F1-Score formula is as follows. 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                                (10) 

 

Confusion Matrix is a formula to analyze a classifier and how well it recognizes tuples from various classes. 

There are four terms for measuring performance using a confusion matrix, namely True Positive (TP), True Nega-

tive (TN), False Positive (FP), and False Negative (FN) [8]. Where TP is the number of correctly classified positive 

data, TN is the number of correctly classified negative data, FP is the number of positive but incorrectly classified 

data, and FN is the number of incorrectly classified negative data [15]. The confusion matrix table can be seen in 

Table 5. 

 
TABLE V 

CONFUSION MATRIX 

Category                 Predicted Class 

Actual Class 

 Positive Negative 

Positive TP FN 

Negative FP TN 

 

III. RESULT 

In this study, there are several steps taken, starting from the first step of preparing the dataset to the last step, 

namely performance evaluation. The dataset used is obtained from the kaggle.com website, which has been labeled 

and added from the results of crawling data independently based on the responses to surveys given to respondents. 

Furthermore, the dataset is preprocessed to make it easier to get information on the dataset. After preprocessing, 

feature extraction is carried out so that the dataset becomes structured with the tf-idf method to give a value or 
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weight to each word. Furthermore, the data is split into training and test sets with a ratio of 90:10. Then, the data 

is classified using the decision tree model. Here are some scenarios used in this research. 

1. Scenario 1: Imbalance handling 

2. Scenario 2: Split data 

3. Scenario 3: Modelling for 4 personality types (IN, EN, IS, ES) 

A. Scenario 1 Imbalance Handling 

The dataset used has uneven data distribution. This scenario is to determine the difference in accuracy and f1-

score before and after imbalance handling. Three datasets are used in this scenario, the baseline dataset, over-

sampled dataset, and undersampled data with the division of training data and test data with a ratio of 90:10. A 

comparison of the data distribution of the three datesets is shown in Figure 2. 

 

 
Figure 2. Comparison of Dataset Distribution 

 

The results of testing scenario 1 can be seen in Table 6. 

 
TABLE VI 

SCENARIO 1 IMBALANCE HANDLING RESULTS 

Dataset Accuracy F1-Score 

Baseline 48.38% 30.94% 

Oversample 91.81% 91.12% 

Undersample 36.50% 35.32% 

 

Based on the scenario results above, the oversampled dataset produces the highest accuracy and f1-score com-

pared to the baseline and undersampled datasets. By using the oversampled dataset, the highest accuracy and f1-

score are obtained, which are 91.81% and 91.12%. 

B. Scenario 2 Split Data 

In scenario 2, the dataset used is the oversampled dataset because it produces the highest accuracy and f1-score 

in the previous scenario test. Experiments in this scenario use a division of training and test sets with a ratio of 

90:10 and are carried out five times with different random state values of 11, 13, 15, 17, and 19. The results of 

scenario 2 testing can be seen in Table 7. 
TABLE VII 

SCENARIO 2 SPLIT DATA RESULTS 

Random State Accuracy F1-Score 

11 91.64% 91.23% 

13 91.47% 90.96% 

15 92.19% 91.82% 

17 91.88% 91.35% 

19 91.91% 91.67% 
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Based on the scenario results above, the highest accuracy and f1-score were obtained in the third experiment 

with a random state value of 15. From the five experiments conducted, the average accuracy and f1-score were 

91.81% and 91.40%. 

C. Scenario Modelling For 4 Personality Types 

In scenario 3, the dataset used is an oversampled dataset with the division of training and test set with a ratio of 

90:10 because it has the highest accuracy and f1-score in testing the previous two scenarios. In the dataset, one new 

column was added, a column containing personality types with only two classes that are introvert/extrovert and 

sensor/intuitive, resulting in 4 personality types IN, EN, IS, and ES. Table 8 is a preview of the dataset after adding 

one new column for 4 personality types 

 
TABLE VIII 

DATASET PREVIEW WITH 4 PERSONALITY TYPES 
Type Posts Type4 

ENTJ Now I'm interested. But too lazy to go research it, because it's 

time-consuming :( Welcome to the club, mate! 

EN 

ENTJ Still going strong at just over the two years mark. I have 

made noticeable changes and do not plan on slowing. I have 

attached my 2 year progress picture, but with my face 

cropped out, you know to 

EN 

INFP Personally, I was thinking this would be more of an SJ type job 

in a ways. I was having some issues a while back finding a job. 

IN 

ENFP He doesn't want to go on the trip without me, so me staying 

behind wouldn't be an option for him. I think he really does 

believe that I'm the one being unreasonable. 

EN 

INTP Software development.  My job is terrible for me because most 

of it is support-related. I need to be creating something inter-

esting in order to be fulfilled by my work and I can so rarely 

do that. 

IN 

 

The results of testing scenario 3 can be seen in Table 9. 

 
TABLE IX 

SCENARIO 3 MODELLING FOR 4 PERSONALITY TYPES RESULTS 

Model Accuracy F1-Score 

16 Types 90.89% 90.37% 

4 Types 95.87% 95.66% 

 

Based on the scenario results above, modeling with 4 personality types yields higher accuracy and f1-score than 

using 16 personality types. Modeling with 4 personality types resulted in accuracy and f1-score of 95.87% and 

95.66%. 

After testing the three scenarios, where each scenario uses training and test sets with a ratio of 90:10, it can be 

concluded that each scenario test affects performance and accuracy results. In scenario 1, the results of testing with 

the baseline dataset and the dataset that has been done imbalance handling with oversample and undersample, 

resulting in the dataset that has been done imbalance handling with oversampled has the highest accuracy. In sce-

nario 2, experiments were conducted five times with different random state values of 11, 13, 15, 17, and 19, result-

ing in the highest accuracy in the third experiment with a random state value of 15. In scenario 3, modeling with 4 

personality types resulted in higher accuracy than using 16 personality types. 

Based on the three scenarios that have been carried out, scenario 1 imbalance handling produces the highest 

accuracy of 91.81%. In scenario 2, split data produces an average accuracy of 91.81%. In scenario 3, modeling 

with 4 personality types produces the highest accuracy of 95.87%. 

IV. CONCLUSION 

After conducting personality classification research of social media users based on the type of work and interest 

in information, where the type of work is a feature or attribute representing the introvert/extrovert class, and interest 

in information is a feature or attribute representing the sensor/intuitive class, it can be concluded that imbalance 
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handling with oversampled produces the highest accuracy of 91.81% because the dataset used in this study has an 

uneven distribution, while imbalance handling with undersampled produces the lowest accuracy because the target 

class is too much and undersample reduces the training data with the majority label. Splitting the dataset into 

training and test sets with several experiments resulted in a not-so-significant difference in accuracy ranging only 

around 0-1%, with an average accuracy of 91.81%. Classifying with 4 personality types produces a higher accuracy 

of 95.87% compared to using 16 personality types because the target class in 16 personality types is too many, 

which causes lower accuracy. 

Suggestions for future research, use the dataset with more balanced labels than the dataset used in this study so 

that the data distribution is more evenly distributed. Use other features that represent each personality type class 

because this research only focuses on features that represent introvert/extrovert and sensor/intuitive classes to com-

pare the effectiveness of classification with 4 personality types and 16 personality types. 
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