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Anaemia is a common global disorder condition in which the red blood 
cell count is lower than normal. Traditional diagnostic methods often 
prove costly, invasive, and inaccessible, leading to delays in treatment 
and severe consequences. This study explores non-invasive techniques 
leveraging smartphone technology for efficient anaemia detection. Some 
researcher investigated that eye’s conjunctiva analysis can a viable 
alternative, considering its rich blood vessel network and sensitivity to 
anaemia indicators, independent of skin color. Utilizing smartphone 
cameras, the study establishes a robust correlation between the color of 
the conjunctiva and anaemia status, offering a promising avenue for non-
invasive diagnosis. Employing a hybrid methodology, the study 
integrates You Only Look Once (YOLO) version 8 for efficient object 
detection, achieving a mean average precision of 96% in extracting 
Regions of Interest (ROI) from conjunctiva images. Subsequently, K-
Nearest Neighbors (KNN) classification of features extracted from these 
ROI’s attained an 83% accuracy rate in determining anaemia status. 
Furthermore, the study aims to extend its impact by developing an 
Android application using the Flutter framework. This application 
integrates the established YOLO and KNN approaches, enabling real-
time anaemia detection through smartphone cameras. Such a tool holds 
the potential to facilitate early evaluations in resource-constrained 
regions, enabling timely diagnosis and intervention, thus mitigating the 
adverse effects of untreated anaemia. 

   
. 

I. INTRODUCTION 
ILIIONS of people worldwide suffer from anaemia, a disorder marked by a lack of red blood cells, which 
carries serious health risks [1]. Even though traditional invasive blood tests are effective, they can be 
costly, painful, time-consuming and difficult to get, especially for people living in low and middle 

income countries [2]. Delays in diagnosis and treatment may result in serious consequences, such as damage to 
organs and even death [3]. Many Studies have been conducted to solve this problem. These studies mentioned that 
there are some non-invasive and easier way of detecting anaemia range from the eye’s conjunctiva, the color of 
fingernail, the hand palms and also from the tongue [4][5]. But among these, the most dominant and accurate is 
based on the conjunctiva analysis [6]. The conjunctiva, the mucous membrane covering the white of the eye, has 
rich blood vessel network and rich bilirubin, making it independent of skin color and can be used as an indicator 
of anaemia [7].  

This study uses available smartphone technology with built-in camera to analyze the color, presenting an option 
around the cons of traditional methods [8][9]. Considering how widespread smart phones are in today's world, this 
approach could lead to universal accessibility. Previous research has established a strong correlation between the 
RGB color of the conjunctiva and anaemia status [10][11]. This study aims to develop a new way of detecting 
anaemia by combining You Only Look Once (YOLO) version 8 and K-Nearest Neighbors (KNN) methodologies 
within an Android application framework. YOLO version 8 is utilized for object detection due to its efficiency, fast 
process, and the ability to process images in real-time [12]. The version 8 has the most advance architecture and 
performance over previous iterations. This method will be employed to identify the Region of Interest (ROI) for 
the conjunctiva image. This choice is in line with the necessity for rapid detection, which is essential for effective 
intervention. KNN was utilized for its simplicity and effectiveness in recognizing patterns [13], then be used to 
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classify the final result whether a person has anaemia or not by looking for patterns from extracted features of the 
ROI. KNN is a straightforward algorithm that classifies objects based on similarities to their neighbors in a feature 
space. KNN is well suited for anaemic detection by examining the features extracted from the eye conjunctiva ROI 
from YOLO and differentiate between anaemic and non-anaemic cases. 

The dataset used in this study consists of images that are self-made, available through Google Search, and 710 
conjunctiva images available online taken my medical professional from multiple selected hospitals in Ghana [14]. 
Furthermore, this study intends to expand its impact by creating an Android application with Flutter framework 
due its easy-to-learn widgets and suited for building small sized application [15]. Using smartphone cameras, this 
application will make advantage of the established YOLO and KNN approaches to deliver an intuitive user interface 
for real-rime anaemia detection. In resource-constrained areas, this kind of application might enable people to 
conduct early evaluations, enabling early diagnosis and immediate intervention [16].  

The development of this application represents a significant step, as just a few studies have integrated smartphone 
technology with the latest version of YOLO and KNN to detect anaemia. This study broadens the literature by 
introducing how these methods implemented for practical approach that could enhance the accessibility of anaemia 
diagnosis.  

II. METHOD 
This study proposed four stages method for automated anaemia detection from conjunctiva images using a com-

bination of YOLOv8 and KNN approaches. The process included data collection and preparation, model develop-
ment, backend integration, and application development. 

A. Data Collection and Preparation 
There are two datasets collected in this study: 

1) Dataset for YOLO model for Detecting Conjunctiva 
The dataset included a wide range of eye images that showed conjunctiva and without. This dataset combined 
images that were taken with oneself and images that were downloaded from the internet. The self-generated 
images were taken in natural lighting with a smartphone's rear camera. In the meantime, Google's Image Search 
was used to find the online images when searching for terms like "eyes" or "eye's conjunctiva." By using data 
augmentation techniques, the problem of limited data which could lead to the model being over-fitting can be 
avoided  [17][18]. Augmentation involved a series of transformations applied to the original dataset, including 
horizontal flipping, clockwise and counter-clockwise rotations of up to 30 degrees, and a final rotation of 180 
degrees. After augmentation, the dataset increased to 480 images, which were divided into 240 images that 
showed conjunctiva and 240 images that did not. And for the segmentation process, 218 new images were added 
from the Roboflow dataset [19]. Dataset example can be seen on Figure 1 and Figure 2.  

 
 
 
 
 
 
 
 

 
                                          Fig. 1. Eye without conjunctiva                                             Fig. 2. Eye with conjunctiva 
 

2) Dataset for KNN model for classifying Anaemia  
The dataset for KNN model was collected from the Mendeley Dataset [14], consisting of 710 images of con-
junctiva image that had been cropped leaving the ROI and divided into 2 classes with 424 images for anaemic 
person and 286 images for non-anaemic person. Every image also had been labelled on the image name based 
on the patient condition. The dataset was taken by laboratory personnel from 10 hospitals situated in Ghana. All 
images were captured in ambient natural light with a standard camera of 12MP.  Additionally, to further enhance 
the dataset analysis, the light mean value was extracted from the CIE Lab color space for all images in the 
dataset. This process allowed to derive standard values indicating the brightness levels, distinguishing those 
images that is too bright or too dark. The mean brightness from all images ranged from 7.31 to 92.54 where 
value of 0 is the darkest value and 100 is the brightest. The variance of the brightness could be seen on Figure 
3. 
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Fig. 3. The Brightness Graph of Each Image in The Dataset 
 

All the images were augmented to avoid overfitting, resulting in 2840 images in total. Similar to the augmenta-
tion process implemented for the YOLO model, the augmentation strategy for this dataset remained consistent. 
The augmentation used horizontal flipping, clockwise and counter-clockwise rotations of 30 degrees, and 180 
degrees rotation. An image example can be seen on Figure 4.  

 
 
 
 
 
 
 

Fig. 4. Conjunctiva Image 
 

B. Model Development 
To achieve accurate anaemia detection from conjunctiva images, this study used a dual-phase methodology 

involving YOLOv8 and KNN. 
1) YOLOv8 Development 
The steps to extract final conjunctiva ROI within captured image involve detecting the eye, classifying whether the 
conjunctiva is present or not, and segmenting the conjunctiva to get the ROI. These crucial tasks were accomplished 
by employing YOLOv8, a robust deep learning model capable of performing object detection, object classification, 
and object segmentation [20]. The latest version of YOLO is used due to its ability to generate higher accuracy 
than its predecessor and easier-to-use package on Python. Pre-trained weights from YOLOv8 model were utilized, 
leveraging its powerful convolutional neural network (CNN) architecture. This architecture can extract intricate 
features from the image, including edges, textures, and color variants [21]. 

a. Eye Detection 
Every picture was carefully labelled, with bounding boxes drawn precisely around the eye landmarks. The an-
notated dataset then was divided into training (70%), validating (20%), and testing (10%) to ensure robust model 
generalization [22]. Then YOLOv8 detection pre-trained weights were used to train the dataset for 50 epochs, 
creating the model to pinpoint the location of the eye. The metric used to determine how good the model to 
detect the eye was the Mean Average Precision (mAP) where it compared the labelled bounding box to the 
detected bounding box and returned the score. Higher the score was, more accurate the model would become. 
b. Conjunctiva Classification 
Images are tagged with two distinct classes: “has conjunctiva” and “no conjunctiva”. Similar to the phase of eye 
detection, the data was split into training, validating, and testing and trained for another 50 epochs training with 
YOLOv8 classification pre-trained model. The classification model performance was evaluated using several 
key metrics like the accuracy to assess the overall correctness of the conjunctiva classification model, precision 
that evaluated the accuracy of predictions specifically for the positive class (has_conjunctiva), recall or sensi-
tivity that measured how good the model in identifying all actual “has_conjunctiva” samples among the total 
samples that labelled as “has_conjunctiva”, and the last one is F1-score as balanced evaluation between the 
recall and precision value. 
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c. Conjunctiva Segmentation 
Only images with conjunctiva were used for segmentation training. First, every image was annotated using 
polygon shape tool to get the desired area around the conjunctiva. Next the data was split into three subsets and 
trained using 50 epochs of YOLOv8 segmentation pre-trained model. The final step was combining the seg-
mentation model with cv2.contour library in order to crop the conjunctiva ROI. Object segmentation in YOLO 
used the same key metric with object detection to tell how good the model was by looking at the value of mAP. 

 
2) KNN Development 

Once the crucial model to extract conjunctiva with YOLOv8 is created, KNN takes center stage, as a way to 
detect the presence of anaemia. KNN operates by analyzing extracted features from the ROI. The sklearn library 
was used to implement the KNN. It will take k number of most similar neighbors (closest distance) and identified 
the similar class to get the final classification [23]. Two classes that will be used for KNN were “anaemia” and 
“non-anaemia”.  

The dataset used in this development was the data sourced from the Ghanaian dataset [14]. Given the significant 
imbalance in the total data between anemic and non-anemic classes, solely relying on accuracy metric might be 
insufficient. Metrics like recall and precision was used to accurately assess the model's performance. Recall 
measures the ability to correctly identify anemic individuals among all actual anemic individuals, while precision 
evaluates the accuracy of anemia predictions, focusing on minimizing false positives. For each image, six key 
features were extracted: mean and standard deviation for each channel of the CIELAB color space (L, a, b). This 
color space could mimic how human perceive colors and ensures device independence to get consistency in analysis 
[24]. The neighborhood size (k) was determined by using k-fold-cross-validation to get a more balanced result [25]. 
By employing k-fold cross-validation, the impact of the specific data partitioning on model performance was mit-
igated. This technique provided a more robust evaluation, helping to ensure that the model's performance was 
representative across different subsets of the dataset [26][27]. 

 

C. Backend Integration 
As mentioned before, this study aimed to develop a mobile android application for the user to have direct use to 

the anaemia detection model. In order to bridge the gap between the machine learning model and the application, 
Flask, a lightweight web framework and easy to use with python, was used. The backend was a combination of the 
YOLOv8 model and KNN model hosted on the Flask API server. The YOLOv8 model ensured that the conjunctiva 
was present and fall under the right category of brightness based on the used dataset. The model then extracted the 
conjunctiva from the submitted image. Then, the result of feature extraction was passed to the KNN model to get 
classified. All the test result such as color value and the final classification would be sent back to the user in JSON 
format. 

 

D. Application Development and Testing 
Flutter was used as the front-end mobile application that connected to the server where all the machine learning 

model are hosted. This framework was utilized due to its easy-to-use widget to create a wonderful design. The app 
allowed user to capture their conjunctiva using rear camera or front camera. The app displayed final result such as 
color value, the ROI image, and the final classification. To evaluate the performance of the application, a key 
performance indicator relied on the processing time from the moment the image was sent to the server until the 
response was received back by the application. The time taken for the image to be processed by the machine learn-
ing models hosted on the server was crucial in evaluating the application's responsiveness and efficiency. 

 

E. System Architecture 
The system architecture in Figure 5 shows the connection between all machine learning models up to the anaemia 

detection application by using Flask backend. 
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Fig. 5. System Architecture 

III. RESULTS AND DISCUSSION 

A. Eye Detection Model 
This model was trained, validated, and tested using 336, 96, 48 images respectively following 70%,20%,10% 

split data rule. The model was trained using 50 epochs and reached 99% mAP50. mAP is a metric to see how good 
the model is in object detection and object segmentation by calculating the difference between predicted Intersec-
tion over Union (IOU) to the actual IOU [28]. Out of the 48 eye images for testing (unseen data), the model was 
able to predict 48 eyes correctly (true positive), 3 incorrectly predicted as eye (false positive), 0 true negative data, 
and 0 false negative data. The total of correctly and incorrectly predicted data did not match to the initial testing 
data because the model can predict two or more objects in a single image. The training progress can be seen on 
Figure 6. 

 
 
 
 
 
 
 
 
 
 
 
 

                  Fig. 6. Detection Model Training Progress 

B. Conjunctiva Classification Model 
The classification model was trained through 50 epochs. Even before the data was trained through all epochs, 

the model already reached the accuracy of 95% at epoch 18. There were 48 unseen data used to test the model. The 
data was divided into 24 data with conjunctiva and 24 without conjunctiva. From the 48-testing data, the model 
was able to predict 24 images with conjunctiva correctly (true positive), 22 images without conjunctiva correctly 
(true negative), 2 images with conjunctiva incorrectly (false positive), 0 images with no conjunctiva incorrectly 
(false negative). Utilizing this confusion matrix data, essential metrics were calculated and can accurately classify 
conjunctiva image with 100% recall, 92.31% precision, and 95.83% accuracy. Overall, the metrics suggested the 
effectiveness in classifying the conjunctiva by maintaining a low rate of false positives and false negatives. The 
training progress can be seen on Figure 7. 

 
 

 
 
 
 
 
 
 
 

 
                       Fig. 7. Classification Model Training Progress 
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C. ROI Segmentation Model 
The segmentation model was trained through 50 epochs process. There were 218 new images with conjunctiva 

added to the initial dataset. These images were taken from the roboflow site [19] totaling in 458 images. The 
segmentation model used 320 images for training, 91 images for validating, and 47 images for testing. The model 
reached mAP50 of 96% and out of 47 testing images, the model was able to locate the conjunctiva from 45 images 
correctly (true positive), 2 images as false negative and 5 images as false positive. The training progress can be 
seen on Figure 8. 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8. Segmentation Model Training Progress 

D. Anaemia Classifier Model 
The dataset used for training the anaemia classifier totaling in 2840 images after augmentation consisted of 1144 

conjunctiva images labelled as non-anaemia and 1696 conjunctiva images as anaemia. The dataset was divided 
with a 75% and 25% split into training and testing data respectively using train_test_split() function from sklearn 
library. K-fold-cross validation was used to find the best k for KNN. This study implemented 5- and 10-fold cross 
validation across k=1 to k=10. The result showed that the k with highest accuracy is k=1 with average accuracy 
more than 90%. But further research showed that model with k=1 while more accurate, it would lead to overfitting 
model because the model studied too well and would not see the underlying patterns from the data. To balance it, 
the higher k was needed. From Figure 9 we can see that k=5 was higher and still maintain the mean accuracy above 
80% and the larger the k was, the more inaccurate the model became. 

 
 
 
 
 
 
 
 
 

                                                                            Fig. 9. 5 and 10-fold cross validation graph over k=1 to k=10 
 
Out of 710 testing images, the classifier model was able to predict 200 anaemia images correctly (true positive), 

390 non-anaemia images correctly (true negative), 74 anaemia images incorrectly (false positive), and 46 non-
anaemia images incorrectly (false negative). The results obtained showed the model reached the accuracy of 83%, 
precision of 84.05 %, recall 89.44%, and F1-Score of 86.67%. As shown in Table 1, the comparison of the perfor-
mance of KNN model in this study is pretty similar to another algorithm like the RestNet50 and Vit by Appiahene 
et al. [6] and even outperformed algorithms like Random Forest and Adaboost by Dimauro et al. [10]. 
 

 
 
 
 
 
 
 
 
 
 

TABLE I 
SUMMARY OF RELATED WORKS PERFORMANCE AND METHOD USED 

 
REFERENCE 

 
ALGORITHM USED 

 
PRECISION 

 
        RECALL 

 
      F1-Score 

Proposed Study KNN (K = 5) 84.05% 89.44% 86.67% 
     
Appiahene et al. [6] RestNet50 85.2% 83% 83.7% 
     
Appiahene et al. [6] ViT 83.3% 83.5% 83.33% 
     
Dimauro et al. [10] Random Forest 78% 73% 72.5% 
     
Dimauro et al. [10] Adaboost 83% 73% 74.7% 
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E. Mobile Application 
The Flutter mobile application let users take pictures of their eyes from both the front and rear cameras of their 

phones. The application used an HTTP Post request to send the image, and it returned the results. In the case that 
the examination was successful, the ROI image, the classification (Anaemia or Non-Anaemia), and the conjunctiva 
color value would not be displayed. However, the user would not see the warning if there was an issue with the 
image, such as the absence of an eye or conjunctiva. The application took average of 5 seconds to process image 
when no eyes or conjunctiva was presented in the image and it took average of 7 seconds to process and get the 
classification result when the conjunctiva was presented. The application interface and application flowchart can 
be seen on Figure 10 and Figure 11. 

 
 
 
 
 

 
 
 
 
 
 

Fig. 10. Application Interface 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Application Flowchart 
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IV. CONCLUSION 
This study had developed an android application that utilized image processing and machine learning models to 

analyze conjunctiva image to predict anaemia. There were two machine learning framework used in this study, 
which were YOLO for conjunctiva extraction and KNN for anaemia classification. Our YOLO model was able to 
predict and locate the conjunctiva with mean average precision of 96% and the KNN with k=5 was able to predict 
anaemia with top accuracy of 83% and F1 score reached 86.67% with processing time of 5 to 7 seconds. The results 
indicated that the application is usable and might be used to replace the invasive method. Future research will focus 
on how to embed the machine learning model to the application itself to mitigate the slow internet connection 
problem. 
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